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Abstract:
The article focuses on the economic security of the Ukrainian regions and the evaluation of its components, which are classified into groups of socio-economic indicators of the region's development, quality of life of the population of the regions and the use of ICT (information-communication technologies) in the regions. In this article, we propose an ensembling clustering method, which allows automatically selecting a clustering method on the basis of optimization of the aggregating functional of internal clustering quality indexes. After preliminary estimation of the clusterability, the choice of the optimal method is performed on the set of specified methods and metrics of measuring the dissimilarity of objects. The article presents an approbation of the proposed method using the example of evaluating separate components of the economic security of Ukrainian regions and presents the empirical results of the implemented method.

I. Introduction

Economic security is an important component of any system, whether it is a state or a society, whether it is a separate enterprise or region or a single household. It’s a subject for research for many scientists and there are a lot of scientific works, which are devoted for the investigation of this subject [1], [2]. Economic security can be considered at different levels: mega-, macro-, meso- and micro-levels. The megalevel area contains global and international security. At the macro level is the national economic security, which is ensured by stable growth of macroeconomic indicators. The meso level is related to the economic security of the region, industry, sphere, etc. The security of the region is achieved by minimizing the risks and threats to the security of the region and the growth of key indicators of economic development. Due to strengthening of economic security of each region, state security is ensured in general. At the micro level is the economic security of the enterprise and the economic security of the entrepreneur, which is the basis of the economy of the region and the country. Considering economic security on the meso-level (level of the region), it can be argued that it is a complex structure that characterizes the level of openness of the economy, the region's ability to self-finance and improve the quality of life of the population, and provides an opportunity to effectively realize the export, innovation, intellectual and labor potential that is an objective precondition for confronting external and internal threats, the basis for increasing competitiveness [3]. The article focuses on the economic security of the regions and the evaluation of its components, which are classified into groups of socio-economic indicators of the region's development, quality of life of the population of the regions and the use of ICT (information-communication technologies) in the regions.
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