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ROUTERS INTERFACES OF TELECOMMUNICATION NETWORKS

The subject matter of the article is the method of scheduling and active queues management on routers interfaces of
telecommunication networks. The goal of the work is to develop and improve the method related to the optimization of queues
management processes on routers interfaces of telecommunication networks and aimed at improving the indicators of the quality of
service. The article solves optimization problems of Congestion Management, Resource Allocation and Congestion Avoidance on
routers interfaces of telecommunication networks in the framework of the two-stage calculation method. Research methods are based
on the results of analytical calculations obtained in the course of using the Optimization Toolbox package of the Mat lab environment.
Wherein in the course of improving the queue management method on routers interfaces of telecommunication networks, a
mathematical programming apparatus was used, containing linear programming functions. The following results were obtained — the
improved method of scheduling and active queues management on routers interfaces of telecommunication networks with the
coordinated, sequential and two-stage solution of such interface problems as Congestion Management, Resource Allocation, and
Congestion Avoidance. Conclusions: using the proposed method of scheduling and active queue management had made to achieve an
agreed solution to Congestion Management, Resource Allocation, and Congestion Avoidance problems. In the course of solving the
optimization problem of Congestion Management, which was conditionally related to the first stage of calculations, it was possible to
achieve optimal aggregation and allocation of packet flows over queues formed on the router interface based on the commensurability
of their classes. In the course of solving the optimization problems of resource allocation, and congestion avoidance, which were
conditionally related to the second stage of calculations, it was possible to achieve an optimal bandwidth allocation of the router

interface between the queues formed on it, and minimize possible denials of service.
Keywords: active queues management; congestion management; resource allocation; congestion avoidance; bandwidth; router

interface; telecommunication network; quality of service.

Introduction

Providing users with the high quality of service
(QoS) is one of the most important requirements for the
advanced telecommunication networks (TCN) [1-5]. In
this case, improving the numerical values of QoS
indicators such as average delay, jitter, and probability of
packet loss are largely dependent on the effectiveness of
planning methods and active queue management. The
queuing scheduling methods mean the solution of such
interface tasks as:

- the task of congestion management (Congestion
Management), which involves the distribution and
aggregation of packet flows between queues formed on
the router interface;

-the task of distributing the bandwidth of the
interface between the formed queues (Resource
Allocation).

The solution to the problem of preventing overload
(Congestion Avoidance), which aims to provide a
preventive (advance) limitation of the intensity of packet
flows arriving at the interface TCN router [6-10], is
understood as the methods of active queue management
(AQM).

An overview of existing mathematical models and
queuing techniques on TCN routers interfaces has
identified a list of requirements for their effective
implementation, among which:

- provision of differentiation in maintenance of flows
of packages of different classes;

- fairness in service (that is, the ability of models and
methods to provide service flow packets in accordance
with their QoS requirements);

- adaptability and scalability (that is, the ability of
models and methods to automatically change their

characteristics depending on the change in the intensity of
traffic, the number of packets received on the interface of
the router, etc.);

- reliability (i.e. the ability of models and methods to
continue to function in case of possible overload or even
partial failure of equipment);

- support of a dynamic queuing strategy (i.e., the
ability of models and methods to find the correct solution
for managing queues in real-time);

- simplicity of algorithmic-software and hardware
implementation, low computational complexity.

However, the analysis of the known queue
management solutions on TCN routers interfaces showed
that the satisfaction of the listed requirements within one
method and / or model has not yet been implemented in
practice. Thus, in [11, 12, 17, 18], mathematical models
of queue management on interfaces of TCN routers are
presented on the basis of optimal aggregation and
distribution of flows by queues. The advantage of these
models is to take into account the dynamics of changing
the state of the interface of the router in the distribution of
the network resource due to the additionally introduced
dynamically controlled threshold load [11, 12, 17] and the
application of the approximation of PSFFA [18]. The
general disadvantage of these models is the lack of
conditions associated with minimizing the bandwidth
usage of the interface and fixing its shares in separate
queues. In [14], an approach to the optimal solution of the
Resource Allocation problem was proposed using the
Mean Opinion Score (MOS), their application to the Nash
Bargaining Solution, and the subsequent reduction of the
obtained conditions to the minimal problem resource
allocation. The disadvantage of this work is the lack of
differentiation and fairness in serving traffic flows with
different QoS requirements. [15, 16, 20-22] presents
mathematical models and queuing control methods that
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combine both queuing planning methods and active
queuing methods. The main disadvantage of these models
and methods is the high dimension of optimization tasks,
which leads to an increase in the computational
complexity of obtaining the desired solutions and
complication of their subsequent algorithmic-software
implementation. In this regard, the scientific and applied
task of developing mathematical models and methods
related to the optimization of the queue management
process on the interfaces of TCN routers seems to be
relevant due to providing a comprehensive solution to
queue planning problems - Congestion Management,
Resource Allocation, and active queue management -
Congestion Avoidance.

Queuing Planning Model on Interfaces of
Telecommunication Routers and Overload
Management Task solving

Based on the results obtained in [11, 12, 15, 20-22],
a method for planning and active queue management on
the interfaces of telecommunication network routers with
the successive solution of overload control optimization
tasks, the allocation of bandwidth of the interface and
prevention of overload [12] is proposed. The analysis of
known solutions for the joint solution of the Congestion
Management, Resource Allocation and Congestion
Avoidance problems presented in [21, 22] demonstrated
that the results of the solution to the overload management
problem are not related to the results of the solution of the
problem of the allocation of bandwidth of the interface
and prevention tasks overload. Consequently, a shared or
distributed solution to these tasks will result in the same
result. Thus, in order to reduce the dimension of
optimization tasks, a two-step method of calculation is
proposed, where the first stage will correspond to the
solution of the Congestion Management (queuing model),
while the second one is for Resource Allocation and
Congestion Avoidance (active queuing model).

Then, let us at the first stage of the calculations, to
the input of the interface of the router there are N flows of
packets with the following known characteristics:

a, (i=1,N) — the average intensity of the i -th flow
of packets, which is measured in packets per second (1/c);

k' (i=1,N) — the value of the class of the i -th flow
of packets. The higher is the valuek,', so with the higher
QoS it should be served on the router interface;

K — the maximum value of the packet flows class.

Let us agree that within the scope of this work, the
value of the class of the flowsk' will be quantified by a
real number, which varies from 1 to K, that is, the
condition 1<k' <K will take place. Differentiation of
flows of packages of different classes is possible in
accordance with the following features [4, 5]:

- content of the IP packet fields: IP-precedence or
DSCP;

- Value of the QoS-group;

- Address of the source of the IP packet;

- Address of the recipient of the IP-packet;

- MAC addresses of the source and (or) recipient of
the packets;

- Standard or extended list of access to sources /
recipients;

- TCP / UDP port of the source and / or packet
recipient;

Package length code.

In the general case, by analogy with [11, 12], the
classes of packet flows k' can be represented as some

nonlinear function of the form:

K (p 1) =P (=1N), )

where p, — priority of the i-th packet-flow; |. — average

packet length of the i-th flow; v — the normalization
coefficient, which allows to smooth the difference in the
order of the values of priority (0 + 7) and the packet length
in bytes.

In addition, according to works [17-19], it is
possible to determine the flow classes using the analog of
the IGPP (Internal Gateway Routing Protocol) routing
metric:

K3

ki =v[KQ’+ KZQiT]Qir +K, '

)

where v — the normalization coefficient introduced to
ensure the condition 1<k'<10; K, K, K, K, -
coefficients that determine the influence of a QoS indicator
on the flow class and are set administratively; Q°,Q",Q’ —
values that characterize the QoS-specific indicators,
including: Q° — the value that is inverse to the

requirements for the bandwidth of the i-th flow; Q' — a
value that characterizes the requirements for the average
delay of packets of the i-th flow; Q — the value that

determines the required level of reliability of packets
delivery of the i-th flow.

The use (2) in solving problems of distribution of
packet flows on the lines formed on the interface of the
router allows for explicit consideration of requirements for
the quality of service and the implementation of
aggregation of flows according to the received classes.

Packets N flows that are received for maintenance on
the interface of the router TCN must be distributed among
the M-queues created on it during the solution of the task
of overload management (Congestion Management task)

by calculating the set of variables of the first type X,

(i=LN, j=1 M), each of which characterizes the part

of the i -th packet flow, aimed for servicing at the j-th
turn [20-22]. Under the value M we will keep in mind the
maximum number of queues that can be arranged on the
router interface according to the existing congestion
management mechanisms such as FIFO, PQ, CQ, FQ /
WFQ, CBWFQ, LLQ [1-3].

We will assume that by analogy with the
classification of packet flows k', the classification of the
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queues itself ki (] =1 M)is also established, where the
value of the class of j-th queue corresponds to the
condition 1<k <K. The criterion for directing a

differentiated stream of packets in one way or another will
be the maximum coincidence of the values of classes k'

and k? . Aggregation of packet flows in the corresponding

queues will only be relevant if the condition N > M is
fulfilled, that is, when the number of queue-supported
router interfaces supported is less than the number of
packet flows arriving at its input

In order to ensure the fulfillment of the conditions
for the differentiation of service flow packets with
different QoS requirements, it is proposed to process
packet flows with close values of classes k' within the

framework of one of the queues formed on the router's
interface, and determine the control variables of the first

type X, ; as boolean:

x., ={0,1}. 3)

The calculation of control variables of the first type
.; Is advisable in the solution of the optimization
problem Congestion Management, which involves the

aggregation and distribution of packet flows based on
queues formed on the router interface [10, 11, 22]:

X

minF,
X

where F — target function, represented by the form of the
type:

F=Y DX, @

i =1

hifj — conditional cost (metric) of package service of the

i-th flow-at the j-th-turn:

b=k ki)’ +1 (=LN,j=1M).  (5)

Metric hifj is a positive value, the value of which (5)
depends directly on the square of the distance between the
classes of individual streams and queues [17-22]. The
closer are the values k' and k{, the smaller is the service

metric h, . If the class values k' = k') are the same, the

service metric will be minimal and will be equal to one
(h'; =1) . Thus, the maximum proximity of the values k/'

and k{ will guarantee the direction of the packet-flow for

service to the i-th turn. Consequently, the use of the target
function (4) taking into account the metric (5) and the
presence of the restriction (3) determines the optimization
task of the first level of calculations as an optimization
problem of Boolean programming, the solution of which
is to determine the optimal order of distribution and
aggregation of packet flows between the formed queues
based on commensurability of their classes, which fully

meets the technological requirements of the Congestion
Management task.

Model of active queue management on interfaces of
telecommunication network routers and solution of
bandwidth allocation and overload prevention tasks

The second stage of the calculations is a coherent
solution to the tasks of allocating the bandwidth of the
interface between the formed queues and preventing
overload [12-14, 22]. The transition to the second stage
occurs after solving the optimization problem for
aggregation and distribution of packet flows based on
queues formed on the router interface, when the result of

the calculation of the set of control variables X ; is
already known. Then, to solve the Resource Allocation
problem, we introduce a set of control variables of the
second type b, (j=1,M), each of which defines the

fraction of the bandwidth of the interface allocated for
service of j-th queue. To ensure the correctness of the
distribution of the overall bandwidth of the interface — b

between the specific queues, the variables b, must be
imposed the conditions:

b <b, (j=1M). (6)

]

,Mg

Il
N

b, >0,

For the possibility of implementing a preventive
(advance) limitation of the intensity of the flows received
on the input of the interface of the router of the
telecommunication network, it is also necessary to
introduce a set of variables of the third type y, (i=1,N),

which in their physical content characterize the part of a
i-th flow of packets that was refused service on the
interface of the router during the solution of the problem
of Congestion Avoidance [20, 21]. Numerically, the
variables y, will determine the probability of dropping

the packets of the i-th flow from the j-th queue formed at
the router's interface and will be subject to the condition
of the form:

0<y, <L (i=1N). (7)

In order to ensure controllability of the process of
preventing overloading the TCN router interface, it is
necessary to satisfy a non-linear constraint that ensures
that the total intensity of — i-th flows directed to service in
j-th queue will in no case exceed the bandwidth of the
interface allocated in this queue:

2.a%, -y <b;, (j=1,M). (®)

Condition (8) reflects the functional interaction
between control variables of all three types, linking the
optimization tasks of the first and second stages of the
calculations. Satisfaction (8) guarantees that the aggregate
intensity of the already known aggregated according to
metric (5), packet streams will not cause overloading of
the routine formed on the interface of the TCN queues due
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to the implementation of the functions of Congestion
Avoidance and Resource Allocation.
Based on the formulated conditions and constraints

(6) — (8), the calculation of the required variables b; and
y. conditionally related to the second stage of

calculations, it is expedient to implement in the course of
solving the next optimization problem:

min P,
b,y
M N
P=>"Ib+> Wa y, 9)
j=1 i=1
where h;’ — the nominal value (metric), which is

responsible for allocating the bandwidth unit of the router
interface to packets from the j-th queue; h’ — Conditional

cost (metric), which is responsible for refusals to service
packets of the i-th flow.

The result of solving an optimization task with the
target function (9) will be related to minimizing the use of
bandwidth of the interface of the router due to its optimal
distribution, and minimizing possible service failures
caused by preventive (advance) flow limitation.

Similar to metric (5), metrics hf and h! depend on
values of classes of streams k' and queuesk].
Moreover, the higher is the class k?, the greater is the
value hf and the greater the bandwidth of the interface
will be allocated to the j-th queue. Increasing the class k'

also leads to an increase in the value of the metric k', and

the larger the values of this metric; the fewer packets will
receive denial of service. Consequently, the higher the
values of the classes of flows and queues, the more
expensive are refusals to service the packets of the i-th
flow that came to the j-th queue.

The fulfillment of the conditions (6) — (8) during the
solution of the optimization problem (9) allows the
optimal allocation of the bandwidth of the TCN router
interface between the generated queues and provides a
preventive limitation of the packet stream intensity by
analogy with overload prevention mechanisms (RED,
WRED) due to the possibility flexible regulation of the
direction of one or another stream to those or other
gueues.

Thus, the basis of the method of planning and active
queue management on the interfaces of
telecommunication network routers is a consistent and
two-stage solution to the following interface tasks:

- an optimization task for overload management with
a target function (4) and a limitation (3) whose purpose is
to optimally allocate and aggregate packet streams
between queues formed on the router interface based on
the summation of values of the classes of flows and
queues represented by the metric (5);

- problems of the optimal allocation of bandwidth of
the interface between the formed queues and the task of
preventing the overload of the interface presented by the
optimization form with the target function (9) and
restrictions (6), (7).

The general structure of the method of planning and
active queue management on the interfaces of
telecommunication network routers is shown in fig. 1.

The first stage of the calculations

Main tasks:

Technology — distribution and aggregation
streams of packets by the router interface
formed queues based on sumimost values of
the classes of flows and queues 3;'- and k}'? ;

Target function

Metric of the i-th stream service
by the packets of j-th quene

Optimization task of
the first stage of the calculations

N M

F=3%% Jr;‘;jx‘.’j.

Tl e

min F,
x

hE = —KIF +1.

-
Mathematical — calculation of governing
variables of the firsttype =z, .; Limitations Xip = {0, 1} .
The second stage of calculations .
Optimization task of
the second stage of the calculations
Main tasks:
. . Target functi min P
Teclhnological - allocation of bandwidth arget funchion B,y !
between quenes formed on the router
interface and preventive (advance) limitation M +
of the intensity of packet flows arriving at the Limitations 0 55}-; Zb}- <b.
interfface of the router of the -1
telecommunication network:; 0<y, <1.

Mathematical - calculation of control

variables p. and g, :

N _
Yax, (1-y)<b,(=1M).
245, CY) =

Fig. 1. Structure of the method of planning and active queue management on interfaces of telecommunication network routers
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Investigation of the method of planning and active
queue management on interfaces of telecommunication
network routers

The study of the proposed planning method and
active queue management on the interfaces of
telecommunication network routers was based on the
analytical calculations obtained during the use of Mat
lab’s Optimization Toolbox package when solving the
optimization problems of Congestion Management,
Resource Allocation and Congestion Avoidance [23, 24].

Fig. 2 shows the initial data and calculation results
for the first example. Let, in this example, the traffic that

Flow Ng‘;‘ff:r Intensity of the
class flow 1is
flow
55838 Flow 1 m
6121 Flow 2 m
532 Flow 3 m
4155 Flow 4 m
X

4,891 Flow § m “
3042 Flow 6
62128 Flow 7 m
2,37 Flow 8 3.0803
5874 Flow 9 m
2.2846 Flow10 8.4703
354 Flow 11 m
5373 Flow 12 m

A )
VZ

came to the interface of the router consisted of twelve
streams. The value of the classes and the intensities of the
flows k' were given randomly. The streaming
differentiation was carried out, for example, based on the
content of the IP packet fields: IP Precedence, with the
maximum value of stream classes. Serving flows was
carried out in four queues (M =4). Let us suppose also
that the interface of the router was overloaded, that is,
condition (8) was not executed. Moreover, the total
intensity of streams in queues was 113.9935 1 / s, while
the bandwidth of the interface - 1/s.

The total intensity Number
of flows in the of the Queue class
quene /s queue
¥g = 100%; Vo= 100% I
s |
b1=0
¥ =6,13%

bz =1332080

= ?920. 7

b3 = 66,7920

Total Bandwidth of the Router Interface (b =100 1/8)

M
‘ - [§ : 712

bs=0

Fig. 2. Output and calculation results for the first example using the target function of the linear form (9) and in the conditions of the

overload of the interface of the router

According to the analytical calculations presented in
fig. 2 it was able to confirm the correctness of the solution
of the optimization problem of the first stage of
calculations (4) regarding the aggregation of packet flows
and their subsequent distribution in corresponding queues
based on the proximity of the values of classes k' and

k;‘. In addition, the correctness of the decision of the

tasks of the second stage of calculations (9) in the
conditions of the overload of the interface of the router
was analyzed. In fig. 2, it can be seen that using the linear
target function (9), the threads with the lowest values of
classes (k =2,3227) and (k! =2,2846) those that

were directed to the low-order queue (k! =1,875),

received restrictions on maintenance until the complete
refusal in it. The probability of dropping packets from the
eighth and tenth streams was equal to one. At the same
time, flows with high values of classes were not limited to
serving as long as it was possible to deny flows with low
values.

In the second example, during the study of the
proposed method case was considered for similar output
data, but in the absence of overload interface router — fig.
3. That is, in conditions where the total intensity of
streams in queues is equal to 77.1122 1/s, and the
bandwidth of the interface is 1/s.
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Flow Number Intensity of Flow
class of Flow /s
5588 Flow 1 m
6,121 Flow 2 m
532 Flow 3 m
4,156 Flow 4 m
4,891 Flow 5 m
3042 Flow 6
6218 Flow 7 m
2,307 Flow 8 ﬂ ’
5874 Flow 9 m '
22846 Flow 10 m
3,504 Flow 11 m
5398 Flow 12 m

7=>

The total intensity Number
of flows in the of the Elass oljthe
. quene
quene 1/s queue
i
(e ‘ e
b1=225380

| = . e
L — |

b2 =13.1950

| L . 7

ba=413792

Total Bandw idth of the Router Interface (b = 100 1/s)

ba=0

Fig. 3. Output and calculation results for the second example using the target function of the linear form (9) provided there is no

overload of the interface of the router

In the second example, shown in fig. 3 also
succeeded in confirming the correctness of the
aggregation and distribution of packet flows in the
generated queues based on the summation of the values of
their classes. The results of the study showed that, in the
absence of overloading the interface of the router, none of
the packet flows received a denial of service and the use
of the linear target function (9) was sufficient to achieve
the optimal allocation of bandwidth of the router interface
between the formed queues and minimize possible service
failures (fig. 3). Another advantage of the presentation of
the optimization problem by the objective function of the
linear form (9) was a small computational complexity,
which made it possible to simplify its technological
implementation.

Conclusions

The paper proposes a method of planning and active
queue management on interfaces of telecommunication
network routers. The novelty of this method was the
approach to successive two-stage solution of such
interface tasks as:

- the task of controlling overloads, the purpose of
which was optimal aggregation and distribution of packet
flows based on queues formed on the interface of the

router in accordance with the equivalence of values of
classes of flows and queues;

- the problem of optimal allocation of the bandwidth
of the interface between the queues formed on it;

- the task of preventing overload, the purpose of
which was to provide a preventive (timely) limitation of
the intensity of packet flows arriving at the interface of the
router of the telecommunication network.

The analysis of known solutions [4, 5, 10-22] has
shown that the results of the solution of the Congestion
Management problem are not related to the results of the
Resource Allocation and Congestion Avoidance tasks.
That is why, in order to reduce the computational
complexity of the calculations of the optimization
problems, their distributed solution was proposed within
the framework of the two-step method (fig. 1).

Investigating overload management processes,
distributing  bandwidth and preventing overloads
confirmed the effectiveness of the proposed planning
method and active queue management. However, it should
be noted that the correctness and adequacy of the solutions
it receives using the target function of the linear form (9)
is achieved only if there is no overload of the interface of
the router. Therefore, further development of this method
is seen in the use of quadratic and linear quadratic target
functions to provide a more equitable solution to the
Resource Allocation and Congestion Avoidance.
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METO/ IIVTAHYBAHHSA TA AKTUBHOI'O YIIPABJIIHHSA YEPT'AMUA HA
THTEP®ENCAX MAPIIPYTHU3ATOPIB TEJIEKOMYHIKAIIIMHAX MEPEX

IIpenvMeToM Iociui/keHHS B poOOTiI € METO[ IUIAaHYBaHHS Ta aKTHBHOTO YIPABIIHHS 4epramu Ha iHTepdeiicax MapIpyTH3aTopiB
TeNEeKOMYHIKalifHUX Mepex. MeToro poboTu € po3poOKa Ta BIOCKOHAJICHHS METONY, SIKUH MOB’A3aHUH 3 ONTUMI3ali€l0 MpOLECiB
YIpaBIIiHHA YepraMu Ha iHTepdelicax MapIIpyTH3aTOPiB TEIEKOMYHIKALITHUX MEpPEeX Ta OpI€HTOBAHMHA HA MiJBHIICHHS MTOKa3HUKIB
PpiBHS siKOCTI 00CIyroByBaHHS. B poOOTI BUPIIIYIOTECS ONTUMI3aLiiHI 3a4a4i YIpaBIiHHS NepEeBaHTAKEHHAMH, PO3MOALLY pecypciB
Ta 3armo0iraHHs IepeBaHTAKEHHIMH Ha iHTepdeiicax MapIIpyTH3aTOpiB TeIEKOMYHIKalifHAX Mepek B paMKaX JBOETAITHOTO METOXY
po3paxyHKiB. MeToaM NOCIi/UKEHHS IPYHTYIOTCSI Ha pe3yNIbTaTax aHATITHYHAX PO3paxyHKiB, [0 OTPUMaHI B XOJi BUKOPHUCTAHHS
nakery Optimization Toolbox cepenosuma Matlab. I1pu 1ipoMy B X0/1i BIOCKOHAJIEHHSI METOY YIIPaBIiHHS depraMu Ha iHTepdeiicax
MapIIpyTH3aTOPiB TEIEKOMYHIKamifHNX Mepek BUKOPHCTOBYBABCS amapaT MaTeMaTHYHOTO MpOrpaMyBaHHS, IIO MICTHUB (yHKIT
JiHIAHOTO mporpamyBaHHs. Pe3yJibTaTH: OTPUMaHO BIOCKOHAJCHMH METOJ IUIaHYyBaHHS Ta AKTUBHOTO YIPABIiHHSA YepraMu Ha
iHTepdeiicax MapIIpyTU3aTOPiB TEICKOMYHIKAIIMHUX MEpEeX 3 Y3TOMKCHHM, IOCIIZOBHHM Ta ABOCTAIIHUM BHPIIICHHAM TaKUX
iHTepdelicHNX 3a7ad SK ynpaBiiHHA nepeBaHTaxkeHHsMu (Congestion Management), po3moIin MPOMyCKHOI 3IaTHOCTI iHTepdency
mapmpytuzaropa (Resource Allocation) Ta 3amobiranHs mepeBaHTaxeHHs (Congestion Avoidance). BucHOBKM: 3acTocyBaHHS
3aIpONOHOBAHOTO METOAY IUIaHYyBaHHS Ta AaKTHBHOTO YIPABIiHHSA 4YepraMy JO3BOJWIO JOCSTTH Y3TOJDKEHOTO BHUPIIICHHS 3a1ad
Congestion Management, Resource Allocation Ta Congestion Avoidance. B xoni BupimeHHs onTuMisaiiitnoi 3amaui Congestion
Management, 10 YMOBHO BiZHOCHJIACSI JI0 IEPIIOTO €Taly PO3paxyHKIB, BAAIOCS NOCSTTH ONTHMAJBbHOI arperamii Ta po3moairy
MIOTOKIB TTaKeTiB 10 chopMoBaHKX Ha iHTep(erici MapIpyTH3aTopa 4eprax Ha OCHOBI OJM3BKOCTI 3Ha4eHb iX KiaciB. [Ipu BupimenHi
ontuMizamidHux 3amaud Resource Allocation ta Congestion Avoidance, o BiIHOCHIIUCA IO IPYroro eTramy po3paxyHKiB, BIajoCs
JOCSTTH ONTUMAJIBHOTO PO3IOILTY MPOIYCKHOI 34aTHOCTI iHTepdelicy MapmipyTH3aropa Mk copMOBaHIMHU HA HBOMY YEpraMu Ta
MiHIMi3yBaTH MOXJIMBI BIIMOBH B 0OCITyrOBYBaHHI.

KuarouoBi cjioBa: axkTHBHE YNpPaBIiHHA YepramMu; YIOPaBIiHHSI IEPEBaHTAKCHHSIM; PpO3IOALT pecypciB; 3amoOiraHHs
TIepeBaHTaKeHHSI; IPOITYCKHA 3/1aTHICTB; iHTepdeiic MapIIpyTH3aTopa; TeNeKOMYHIKalliiiHa Mepexa; sIKiCTb 00CIIyTOBYBaHHSI.

METO/ IIVTAHUPOBAHUA U AKTUBHOI'O YIIPABJIEHUSA OYEPESIMUA HA
UHTEP®EMCAX MAPIHIPYTU3ATOPOB TEJEKOMMYHUKAIIMOHHBIX CETEN

IIpenvMeToM uccnenoBaHus B paboTe SBISETCS METOJ IUIAHMPOBAHWSI W aKTUBHOIO YIPABJICHUs odepelsiMH Ha HMHTepdeiicax
MapIIpyTH3aTOPOB TEIEKOMMYHHKAIIMOHHBIX ceTell. lleablo paboThl sBisercss pa3paboTka W COBEPIICHCTBOBAHHE METOJA,
CBSI3aHHOTO C ONTHMH3ALMed IPOIECCOB YIpaBICHHs ouepelsIMH Ha MHTepdelcax MapIIpyTH3aTOPOB TEIEKOMMYHUKAIMOHHBIX
ceTeil 1 OPUEeHTHPOBAHHOTO Ha IOBBIIICHUE [TOKa3aTeNeil ypOBHs KadecTBa oOCIykuBaHus. B paboTe permaroTcsi ONTUMH3alMOHHbIe
3aJa4M YIPAaBICHHUS MEperpy3KaMu, pacipeeeHusl peCypcoB U NPeIOTBpPAIeHNs] Neperpy3ok Ha HHTepdelicax MapuIpyTH3aTOpOB
TENeKOMMYHHKAIMOHHBIX CeTell B paMKax IBYXJTAalHOro MeTona pacuéra. MeToabl HCCIEIOBAaHUS OCHOBAHBI Ha PE3yJbTaTax
aHATUTHYECKUX PACUETOB, TOJyUYSHHBIE B XOJl¢ MCIONB30BaHMs makera Optimization Toolbox cpexpr Matlab. IIpu sTom B x0me
COBEPLICHCTBOBAHMS METO/a YNpPABICHHS oOdYepe/siMH Ha HHTepdeiicax MapuIpyTH3aTOpOB TENEKOMMYHHKAILIMOHHBIX —CeTeil
HCTIOJIB30BAJICS  anIapaT MaTeMaTHYecKOro IpPOrPaMMHpPOBAHMsS, COJEpXKAlMi (YHKIUM JIMHEHHOTrO0 MHpOrpaMMHPOBAHHUSL.
Pe3yabTaThl: moNydeH YCOBEPIICHCTBOBAHHBI METOJ IUIAHMPOBAaHMS M AaKTUBHOTO YNPABICHUS OdYepelsiMH Ha HHTepdeiicax
MapIIPyTH3aTOPOB TEIEKOMMYHUKALMOHHBIX CETEeH C COIJACOBAaHHBIM, IOCIIENOBATEIbHBIM M JBYXITAIHBIM pEIICHHEM TaKHX
nHTepQeNCHBIX 3a1ad Kak ympasineHue mneperpy3kamu (Congestion Management), pacrmpeneneHHe NPOITYyCKHOH CHOCOOHOCTH
uHTepdeiica mapmpyruzatopa (Resource Allocation) m mpenmorBpamenus meperpy3ku (Congestion Avoidance). BbiBoabI:
NPUMEHEHHUE MPEJIOKEHHOTO METO/a IUIAHMPOBAHUS M aKTHBHOTO YIIPABJICHHS OYEPEAsSMH MO3BOJIMJIO JOCTHYb COTJIACOBAHHOTO
pemenns 3agad Congestion Management, Resource Allocation u Congestion Avoidance. B xoze pemenns onTHMA3AIMOHHON 3a1a4n
Congestion Management, KOTOpasi yCIIOBHO OTHOCHJIACh K MEPBOMY 3TaIly PacyeToB, YAAIOCh JOCTHYb ONTUMAIBHOIl arperaiuu u
pacnpereneHus MOTOKOB MaKeTOB Mo chOpMHUPOBaHHBIM Ha MHTep(elice MapIIpyTH3aTopa ouepesiM Ha OCHOBAaHUH COM3MEPHMOCTH
3HAueHW nX KiaccoB. [Ipu peleHny onTUMU3aMOHHBIX 33134 Resource Allocation u Congestion Avoidance, KOTOpbIe OTHOCHITHCH
KO BTOPOMY OTally pacyeToB, YIAJOCh JOCTUYb ONTHUMAIBHOTO paclpeneiieHHs MNpPOIMYCKHOW crmocoGHOCTH uHTepdeiica
MapmpyTusaTtopa Mexay C(bOpMI/IpOBaHHl)IMI/I Ha HEM O4Y€PEAAMU U MUHUMU3UPOBATH BO3MOKHBIC OTKa3bl B OGCJ’Iy)KI/IBaHI/lI/l.
KiroueBbie ci10Ba: aKTHBHOE YIIPAaBICHHE OUEPE/IsIMH; YIIPABICHHE MTEPErpy3KOil; pacipeaelieHie pecypcoB; MpeJ0TBpalieHIe
Heperpy3ku; IPOIyCKHas CIIOCOOHOCTh; HHTepdeiic MapIIpyTH3aTOPa; TEICKOMMYHHKAILIMOHHAS CETh; KAYeCTBO 00CITY)KUBAHHMSL.
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