106

Kirichenko L., Kobziev V., Fedorenko Y.

DATA MINING METHODS FOR DETECTION
OF COLLECTIVE ANOMALIES IN TIME SERIES

Data Mining [1] 1s a set of methods for identifying previously unknown, non-trivial,
practically useful and accessible interpretations of knowledge needed for decision-making
in various areas of human activity. One of the tasks of intellectual analysis is to detect
anomalies - to identify rare and unusual elements, events or observations that cause suspi-
cion, because they differ significantly from most data.

A time series 1s a time-ordered sequence of values of some process (for example, the
value of a sensor). The need to detect unusual observations (emissions, or anomalies) in
time series often arises in situations such as monitoring the condition of equipment,
number of participants in certain events, accounting for patient health indicators, etc. [2].
There are three main types of anomalies in time series: point, contextual, and collective
anomalies. In this paper, we will review collective anomalies, as they are the most com-
mon for time series. Collective anomalies occur when a sequence of related instances of
data (e.g., a time series section) is anomalous with respect to an entire data set. A single in-
stance of data in such a sequence may be random deviation, but the co-occurrence of such
Instances 1s a collective anomaly [3].

The basic idea of collective anomalies is that such grouped points cannot be anomalies
alone. There are many methods for identifying such anomalies, including clustering me-
thods, which allow you to select set of anomalous values as a separate cluster [4].

For a large number of observations, it would be rational to use the method of k-means.
This method is one of the simplest and most popular clustering methods for separate a set
of elements of a vector space into a predetermined number of clusters k for a certain num-
ber of iterations. The general concept of this method is: at each iteration recalculate the
center of mass for each cluster obtained in the previous step, then the vectors are divided
into clusters again according to which of the new centers was closer in selected metric. The
algorithm ends when there is no change intra-cluster distance on any iterations. This occurs
for a finite number of iterations, since the number of possible partitions of the finite set is
finite, and at each step the total quadratic deviation decreases, so the loop is impossible.

The paper considers the approach to the detection of collective anomalies in time series,
based on the use of clustering methods, in particular the method of k-means, as well as the
effectiveness of their application.
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