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1 
Abstract − High-speed multiprocessor architecture for 

brain-like analyzing information represented in analytic, 
graph- and table forms of associative relations to search, rec-
ognize and make a decision in n-dimensional vector discrete 
space is offered. Vector-logical process models of actual appli-
cations, where the quality of solution is estimated by the pro-
posed integral non-arithmetical metric of the interaction be-
tween binary vectors, are described. 

I.  INTRODUCTION 

he goal is to remove arithmetic from computer and 
transform free resources to the brain-like infrastructure 
of associative logic simulating the brain functionality 

that makes possible making the right decision every mo-
ment. The brain and the computer have the same techno-
logical basis in the form of primitive logical operations: 
and, or, not, xor. With experience, the brain and the com-
puter create more complex functional space-time logic con-
verters using the above primitive operations. Specialization 
of computer, focused on using only logical operations, en-
ables to approximate to the associative logic human think-
ing, and thus considerably (x100) improve the performance 
of solving nonarithmetic problems.  

Removing arithmetic operations, leveraging the parallel-
ism of the vector logic algebra, and multiprocessor architec-
ture provide an efficient infrastructure, which combines 
mathematical and technological culture to solve applied 
problems. 

Brain-likeness of multiprocessor digital system-on-a-chip 
is the concept of making an architecture and models of 
computational processes to implement typical brain non-
arithmetic associative logic functionalities on today's digital 
platform by using vector logical operations and criteria for 
search, pattern recognition and decision-making problems. 
Market appeal of logical associative multiprocessor 
(LAMP) is determined by thousands of old and new logical 
problems, which now are solved ineffectively by redundant 
universal computers with high-performance arithmetic 
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processor. Here are some problems relevant to the IT-
market: 1. Analysis and synthesis of syntactic and semantic 
language structures (abstracting, error correction, analysis 
of the text quality). 2. Video and audio pattern recognition 
by means of their representation by vector models of essen-
tial parameters in discrete space. 3. Use of Infrastructure IP 
for complex technical products to ensure their manufactura-
bility and lifetime reliability. 4. Knowledge testing and ex-
pert appraisal of objects or parties to determine their valid-
ity. 5. Identification of the object or process to make a deci-
sion under uncertainty. 6. Exact information retrieval in the 
Internet, if information is given by a vector of parameters. 
7. Target designation of fighter or aircraft autoland system 
functioning in microsecond time. 8. Air traffic control or 
optimization of municipal traffic control infrastructure to 
avoid conflicts. Practically all these problems are solved in 
real time; they are isomorphic by the logical structure of the 
process models, based on a set of interrelated associative 
tables. To solve them it is necessary quick and dedicated 
hardware platform (LAMP), focused on the concurrent exe-
cution of search, recognition and decision-making proce-
dures, estimated by means of the integral nonarithmetic 
quality criterion.  

Our goal in this article is to increase considerably (x100) 
the speed of search, recognition and decision-making pro-
cedures by means of multiprocessor and concurrent imple-
mentation of associative logic vector operations for the ana-
lyzing graph and tabular data structures in discrete Boolean 
space without the use of arithmetic operations. 

The problems are: 1) Developing nonarithmetic metric 
for estimating the associative logic solutions. 2) Creation of 
data structures and process models for solving the applied 
problems. 3) Designing the architecture of logical associa-
tive multiprocessor. 4) Implementation of LAMP. 

Essence of the research is the infrastructure for expert 
servicing of requests in real time integrating multiprocessor 
system-on-chip with associative-logical data structures to 
obtain a deterministic solution, the validity of which is es-
timated by nonarithmetic integral interaction quality crite-
rion of a query and given discrete space. 

References: 1. Hardware platform for associative logical 
information analysis [1-2]. 2. Associative logical data struc-
tures for solving the information problems [3-4]. 3. Models 
and methods for discrete analyzing and synthesizing [5-6]. 
4. Multiprocessors for solving information-logical problems 
[7-10]. 5. Brain-like and intelligent logical computing [11-
12]. 
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II.  INTEGRAL METRIC FOR SOLUTION ESTIMATION 
Infrastructure of brain-like multiprocessor includes mod-

els, methods and associative logical data structure, focused 
on hardware support of search, recognition and decision-
making processes [11-12] on the basis of vector nonarith-
metic operations.  

Evaluation of problem solution is determined by the vec-
tor-logical criterion of interaction quality between a query 
(a vector m) and a system of associative vectors (associa-
tors). The query processing results in generating a positive 
response in the form of one or more associators, as well as 
the numerical grade of membership characteristic (quality 
function) of an input vector m to the obtained solution: 

)Am( ∈µ . The input vector 
}x,1,0{m),m,...,m,...,m,m(m iqi21 ∈=  and the matrix iA  

of associators }x,1,0{)AAA(A iijijr =∈∈∈  have the same 
dimension that is equal to q . Below the membership grade 
of m-vector to А is designated by )Am( ∈µ .  

There are 5 types of set-theoretic (logical) ∆ - interaction 
of two vectors Am∩  defined in Fig. 1. They form all 
primitive reactions of the generalized SRM systems  (SRM 
– Search, Pattern Recognition and Decision Making) on the 
input request vector. In the technological field of knowledge 
– Design & Test – this sequence of actions is isomorphic to 
the route: fault finding, fault locating, decision-making for 
repairing. All three stages of technological route require the 
metric for estimating solutions to choose the optimal vari-
ant. 

 

 
Fig. 1. The results of the intersection of two vectors 

 
Definition. Integral set-theoretic metric for the estimating 

query quality is a function of the interaction of multivalued 
vectors Am∩ , which is determined by average sum of 
three normalized parameters: code distance )A,m(d , mem-
bership function )Am( ∈µ  and membership function 
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Explanations. The normalization of parameters makes it 

possible to estimate the level of vector interaction in the 
interval [0,1]. If it is fixed the limiting maximum value of 
each parameter equal to 1, it means the vectors are equal. 
The minimal estimation 0Q =  is fixed if the vectors are not 
coincided by all n coordinates. If intersection power 

mAm =∩  is equal to half of A  vector space, membership 
and quality functions are equal respectively:  
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The same value will be setting for Q parameter if the 
power of intersection AAm =∩  is equal to half of the vec-
tor space m . If the power of intersection )Am(card ∩  is 
equal to half of the power of vector spaces A  and m , 
membership functions are the following: 
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It should be noted, if the intersection of two vectors is 
equal to the empty set, then the power of number 2 from the 
symbol "empty" is equal to zero: 

022 )Am(card == ∅∅=∩ . It really means that the number 
of common points in the intersection of two spaces is zero.  

The aim of a new vector logical criterion of solution 
quality is improving considerably the performance of calcu-
lating the quality Q of interaction between the components 
m and A, when analyzing the associative data structures by 
using the vector logical operations only. The arithmetic cri-
terion (1) without the averaging membership functions and 
code distance can be transformed to the form: 
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The first component of the criterion forms the degree of 
mismatch between n-dimensional vectors – the code dis-
tance, by performing xor operation, second and third ones 
determine the degree of non-membership of conjunction 
result to a set of “1” each of two interacting vectors. The 
notions of membership and non-membership are comple-
mentary, but calculating non-membership is more techno-
logical. Thus, the ideal criterion of quality is equal to zero, 
if two vectors are equal. The estimation of the interaction 
quality between two binary vectors is decreasing with in-
creasing criterion from 0 up to 1. To finally remove arith-
metic operations, when counting a vector quality criterion, 
it is necessary to transform the expressions (2) to the form: 

.Amm)mA(

;AmA)Am(

;Am)A,m(d

),mA()Am()A,m(dQ

∧∧=∈µ

∧∧=∈µ

⊕=
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              (3) 

Here the criteria are not numbers, but vectors, which de-
termine the interaction of components  A,m . The increas-
ing quantity of  0 in three quality vectors improves the crite-
rion, and 1’s indicate loss of interaction quality. To compare 
the estimations it is necessary to determine the power of 1’s 
in each vector without performing addition operation. This 
can be done using the register [9-10] (Fig. 2), which makes 
it possible to perform left shifting and compacting all 1 co-
ordinates of n-bit binary vector  for one clock cycle. 

 

 
Fig. 2. Register for shifting and compacting 1’s  

 
After compacting procedure right unit bit number of 

compacted set of 1’s determines the index of interaction 
quality for vectors. For binary sets  

)010000111101(A),001100110011(m == the determining 

their interaction quality by formulas (3) is shown in the fol-
lowing form (zero coordinates are marked by dots): 
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It is formed not only the estimation of vector interaction 

that is equal to    )12/6()A,m(Q = , but the most impor-
tantly, the unit coordinates of the row 

)mA()Am()A,m(dQ ∈µ∨∈µ∨=  identify all essential 
variables for which there is low-quality vector interaction. 
To compare two solutions obtained by logical analysis, 
compressed quality vectors Q  are used; and vector proce-
dure including the following vector operations is performed: 
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Vector-bit or-operator of devectorization determines a 
binary bit solution on the basis of application a logical OR 
operation to n bits of an essential variables vector of quality 
criterion. A circuit design for decision 
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and analytic process-model include three operations, shown 
in Fig. 3.  
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Fig. 3. Process-model of decision  

For binary vectors which are quality criteria the proce-
dure for choosing the best one on the basis of expression (4) 
is presented below: 
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Vector logical criteria of interaction quality for associa-

tive sets enable to obtain estimation of the search, pattern 
recognition and decision-making with high-speed parallel 
logic operations, which is especially important for critical 
real-time systems. 

The quality criterion Q uniquely determines three forms 
of interaction between any two objects in the n-dimensional 
vector logical space: the distance, and two membership 
functions. Taking into account that all three estimates in-
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cluded in the integral criterion form are joined by the func-
tion OR, simplification of vector interaction gives the result 
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The quality criterion  AmQ ⊕=  conforms to the metric 
for estimating distance or interaction in vector logical space, 
as well as it has a trivial computational form for estimating 
many solutions related to the analysis and synthesis of in-
formation. In fact, a logical vector space should not use the 
metric distance and quality criteria, including scalar arith-
metic operations. WFC determines not only the distance 
between disjoint objects vector logical space, but also their 
mutual affiliation: if they intersect. Vector logic criterion 
(VLC) determines not only the distance between disjoint 
objects of a vector-logical space, but also their mutual 
membership: )a,b()b,a()b,a(d µ∨µ∨ , if they overlap.  

Vector discrete logical (Boolean) space defines the inter-
action of objects through the use of three axioms (identity, 
symmetry, and triangle), which form a non-arithmetic B-
metric of vector dimension: 
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Vertices of a transitive triangle are the vectors, which 
identify the objects of n-dimensional Boolean B-space. 
Sides of the triangle d(a, b), d(b, c), d(a, c) are the distances 
between the vertices. They are also vectors of the dimension 
n, where each bit is defined in the same alphabet as the co-
ordinates of vertex vectors. 

Vector transitive triangle is perfect analogy with the nu-
merical distance of the metric M-space, which is determined 
by the system of axioms defining the interaction of one, two 
and three points in any space: 
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The specific of metric triangle axiom is numerical (sca-
lar) comparison of the distances for three objects, where the 
interval uncertainty of the expression “two triangle sides 
can be greater or equal to third one” is not usable to deter-
mine the exact length of the last side. Elimination of this 
disadvantage is able to be done only in logical vector space, 
which characterized by determinate representation of each 
parameter of the state for process or phenomenon. Then the 
numerical uncertainty of third triangle side in a vector logi-
cal space takes the form of the exact binary vector, which 

characterizes the distance between two objects and is calcu-
lated on the basis of information about the distances of 
other two triangle sides: 

)c,a(d)c,b(d)b,a(d =⊕ . 

We can transpose the right component to the left side, 
which makes it possible to compress any closed space to a 
zero vector  

0)c,a(d)c,b(d)b,a(d)c,a(d)c,b(d)b,a(d =⊕⊕→=⊕ . 

Convolution of space to a zero vector is of interest for 
many practical problems, including: 1) Diagnosis and error 
correction when the transmitting the information via com-
munication channels. 2) Fault detection in digital products 
based on two-valued and multivalued fault detection tables. 
The theoretical justification of space convolution is pre-
sented below. It includes the proving of correctness of the 
use vector Boolean space metric to determine the interac-
tion between logical structures, including point, line, plane. 

Axiom 1. For Boolean variables the logical expression is 
valid:  0baba =⊕→= . In fact, modulo 2 sum is a func-
tion of nonequivalence, which is true or unit value when 
variable values are not coincided  1baba =⊕→≠  and 
zero – when arguments are coincided. 

Definition 1. The distance between two points of n-
dimensional space is a vector, calculated on the basis of the 
XOR-sum of the same name coordinates: 

i
n

1i
i ba)b,a(d
=
⊕= . 

Definition 2. The vector distance between two points (ob-
jects) of n-dimensional logical space is zero (one), if all 
components of the vector are zero (one): 

0(1)]bi[a0(1))b,a(d i
n

1i
i =⊕∀←=
=

. 

Definition 3. A simple chain is a sequence of vector dis-
tances and points in a space, not including equal compo-
nents: distances or points 

Definition 4. Vector logical cycle D is a set of vector dis-
tances Ddi ∈  between points of a space, forming a closed 
simple chain, where the first and last points are coincided. 

Theorem 1. Xor-sum of vector distances, forming a cycle, 
between two points in n-dimensional space is equal to zero: 

0)a,b(d)b,a(d =⊕ . 

This follows from the axioms of symmetry (commutativ-
ity) that the vector distances between any two points in n-
dimensional space )a,b(d)b,a(d = are equal. But, according 
to axiom 1, the transposition of the right side of equality to 
the left one is accompanied by the regulation of relations 
between the components using xor-operation, the result of 
which is equal to zero: 0)a,b(d)b,a(d =⊕  in view of the 
equality of vector distances.  

Theorem 2. Xor-sum of vector distances or two sides of 
the transitive triangle is equal to the third one. 
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Proof. In general, the metric defines the interaction of 
three points (a, b, c) (the triangle sides) in the space by 
means of the forming three distances )c,a(d,)c,b(d,)b,a(d . 
Assume that there are two distances )c,b(d,)b,a(d , which, 
according to Theorem 1, define equality 

0)с,b(d)b,a(d =⊕  that has three variants of point interac-
tion:  

1) 0)с,b(d)b,a(d ==  – there is one point marked in this 
case by identifiers a,b,c, the distance between them is zero; 

2) 0)c,b(d)b,a(d)c,b(d)b,a(d =⊕→=  – there are two 
points {b,a = c}, which form two identical distances, creat-
ing a cycle, in accordance with the principle of symmetry or 
commutativity;  

3)
)c,a(d)c,b(d)b,a(d0)c,b(d)b,a(d)c,b(d)b,a(d =⊕→≠⊕→≠  – 

there are two unequal distances )c,b(d)b,a(d ≠ , which are 
possible only when the interaction of three points in space 
a,b,c for determining third distance is realized by vector 
operation )c,a(d)c,b(d)b,a(d =⊕ . In this case, the vector 
specified in the right side of equality will never be equal to 
one in the terms of the left side, because )c,b(d)b,a(d ≠ . 
Thus, the relationship of any three points in a vector logical 
space can be reduced to a formal interaction, specified by 
the equality )c,a(d)c,b(d)b,a(d =⊕ , which degenerating 
regulates the interaction of two and a single point on itself.  

Theorem 3. Xor-sum of vector distances in the transitive 
triangle is equal to zero: 

0)c,a(d)c,b(d)b,a(d)c,a(d)c,b(d)b,a(d =⊕⊕→=⊕ . 

The proving is based on application of Axiom 1 to the 
transitive closure expression, obtained in Theorem 2.   

Theorem 4. Xor-sum 0di
n

1i
=⊕

=
 of vector distances 

Ddi ∈  in cycle D, defined by finite quantity of nodes (n), 
is equal to zero: 
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The proving is based on application Theorems 1-3 to the 
distances between the points (nodes), forming closed cycles. 
In the first case the transitive closure distance of point on 
itself is took place. In the second one it is the distance be-
tween two transitive closed points. In third one – between 
three points of a space. In forth one – between four points. 
The fifth case generalizes the presence of zero distance in 
the sum of transitive closures of any points in n-dimensional 
vector space. 

Consequence 1. Xor-sum of any binary codes of the same 
length is equal to zero, if they form a cycle.  

Consequence 2. Metric β  of vector logic space is defined 
by a single equality that forms zero xor-sum of the distances 
between nonzero and finite quantity of points, closed in a 
cycle: 

0di
n

1i
=⊕=β

=
. 

Definition 5. Cyber Space is vector logic space, specified 
by β-metric, where the xor-sum of distances between a fi-
nite number of cycle points is equal to zero-vector. 

The metric β  of vector logical space is focused not on 
elements of the set, but the relationship, thereby reducing 
the axioms from three to one formula and extend it to arbi-
trary complex structures of n-dimensional space.  

Example. There are five points of a vector space: 
(000111, 111000, 101010, 010101, 110011). The closure of 
these points in the cycle gives the following side-distances 
of the pentagon: (111111, 010010, 111111, 100110, 
110100). Coordinatewise addition of all vectors gives the 
result: (000000). The practical significance of this fact lies 
in the possibility of determining any distance of a closed 
cycle, if (n-1) sides of a figure are known. For a triangle, 
this means the possibility of determining third side by two 
known ones. If create a triangle closed logical space, we can 
gain 66% of data, which generate all distances in the logical 
space.  

III.  PROCESS MODEL FOR SEARCHING, RECOGNITION AND 
DECISION MAKING 

The quality metrics represented in (3), makes it possible 
to evaluate the proximity between spatial objects, as well as 
the interaction of vector spaces. As practical example of the 
usefulness of an integral quality criterion we can consider 
the firing at a target, which is illustrated by the diagrams of 
vector interaction described above (see Fig. 1):  

1) A shell hit right on a target;  
2) The target is hit by a shell of unreasonably large cali-

ber;  
3) The shell caliber is not enough to hit a large target;  
4) Inefficient and inaccurate shot by large-caliber shell;  
5) Shell flew past the target. A process model for the in-

teraction )A,m(P  corresponds to the integral quality crite-
rion that evaluate not only hit or miss, but also the effi-
ciency of utilizing the shell caliber.  

The analytical form of a generalized process model for 
choosing the best interaction between the input query m and 
the system of logic associative relations is presented in the 
following form: 
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Comment: 1) The functionality )A,m(P  specifies the 
analytical model for computational process in the form of 
statement, minimizing the integral quality criterion. 2) Data 
structures are presented as nodes-tables of the graph 

)A,...,A,...,A,A(A mi21= , which logically interact each 
other. 3) A graph node is described by the ordered set of the 
vector-rows of an associative table 

)A,...,A,...,A,A(A isij2i1ii =  for explicit solutions, where 

the row )A,...,A,...,A,A(A msqijr2ij1ijij =  is true proposi-

tion. Since the functional presented in tabular form has no 
time-constant input and output variables, this structure dif-
fers from sequential von Neumann’s machine, defined by 
finite automata Miles and Moore. Equivalence of all vari-
ables in the vector )A,...,A,...,A,A(A msqijr2ij1ijij =  cre-

ates conditions for their existence that means the invariance 
of the problem solving for direct and inverse implication in 
the space AAi ∈ . The associative vector ijA  is an explicit 

solution, where each variable is defined in the final, multi-
valued and discrete alphabet 

β=αααα∈ },...,,...,,{A ki21ijr . The interaction )A,m(P  

between the input vector-query )m,...,m,...,m,m(m qr21=  

and the graph )A,...,A,...,A,A(A mi21=  generates a set of 
solutions and makes it possible to choose the best ones by 
minimum quality criterion: 

)]A...A...AA(m[Qmin)A,m(P mi21i ∨∨∨∨∨∧= . 

The concrete interaction between the graph nodes gener-
ates the functionality )A,...,A,...,A,A(A mi21=  that can 
be realized by the following structures: 1) A single associa-
tive table that includes all solutions of a logic problem ex-
plicitly. The advantage is maximum speed of parallel asso-
ciative searching for a solution by the table. The disadvan-
tage is the highest hardware complexity of memory alloca-
tion for large-scale table. 2) Tree (graph) structure of binary 
relations between the functional primitives, each of them 
generates the truth table for small numbers of variables. The 
advantage is the smallest hardware complexity of problem 
solving. The disadvantage is minimum speed of sequential 
associative searching for a solution by tree. 3) The com-

promise graph structure of logically understandable to the 
user relations between primitives, each of them generates 
the truth table for logical strongly connected variables. The 
advantage is high speed of concurrent associative searching 
for solutions by minimal number of the graph tables, as well 
as relatively low hardware complexity of problem solving. 
The disadvantage is decrease in speed because of sequential 
logic processing of the graph structure for explicit solutions 
found in the tables.  

Partitioning a single table (associative memory) on k  
parts allows reducing hardware cost, expressed in compo-
nents (LUTs – Look Up Table) of programmable logic array 
[8,9]. Each memory cell is created by 4 LUTs. Taking into 
account the associative matrix can be represented by a 
square of side n, the total memory hardware cost Z(n) for 
storing of data and the time T(n) for analyzing the logic 
associative graph are functionally dependent on the number 
n of table partitions or the number of nodes: 
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Here h is cost of the general control circuit for the system 
of associative memory. Consequences of reducing hardware 
is reduction the speed for processing the memory structure 
or increasing the time for analyzing the system components. 
The period of processing a single associative memory is a 
cycle of 4 clock pulses. The number of partitions k  in-
creases proportionally the number of cycles in the case of 

the worst serial connection of memory. The summand 
clkt
4  

determines the time needed to prepare data on the system 
input, as well as their decoding on the output of computer 
structure. The functional dependences of the hardware cost 
and the time for analyzing a graph of associative memory 
on the number of nodes or partitions are presented in Fig. 4.  

 

 
Fig. 4. The dependences of hardware and time on the number of nodes  
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allows determining the optimal partitioning for the total and 
specified volume of associative memory [6]. In the case 
shown in Fig. 4, the best partitioning is the minimum of 
additive function, which is determined by value k, reversing 
the function derivative to zero:  

600600nn ×=× , 200h = , 4tclk = , 4k = . 

The proposed process model for analyzing the graph of 
associative tables, as well as the introduced solution quality 
criteria are the basis of the developing a dedicated multi-
processor architecture focused on the concurrent vector 
logic operations.  

IV. ARCHITECTURE OF LOGIC ASSOCIATIVE 
MULTIPROCESSOR  

To analyze large information volumes of logical data, 
there are several technologies focused to the practical appli-
cation: 1. Use a workstation for serial programming, where 
the cost and time of problem solving are very high. 2. De-
velopment of a dedicated concurrent processor based on the 
PLD. The high concurrency of information processing 
compensates for the relatively low clock rate in comparison 
with CPU. Such reprogrammable circuit design is the best 
solution regarding performance. Disadvantage is lack of 
flexibility the software methods for solving logic problems 
and high cost of implementing the system-on-a-chip PLD 
under large production volumes. 3. The best solution is to 
leverage advantages CPU, PLD and ASIC concurrently 
[8,9]. This is due to the flexibility of programming, the pos-
sibility of correcting the source code, the minimum com-
mand set, and simple circuit designs for hardware multi-
processor implementation, the parallelization of logic pro-
cedures by the structure of bit processors. The implementa-
tion of a multiprocessor in ASIC allows to obtain the 
maximum clock rate, the minimum chip cost for large prod-
uct volumes, and low power consumption. Combining the 
advantages of the technologies above determines the basic 
configuration of the LAMP, which has spherical multiproc-
essor structure (Fig. 5), consisting of 16 vector sequencers. 
Each sequencer together with the boundary elements is 
connected with eight contiguous ones. The processor PRUS 
[9], developed by Dr. Stanley Hyduke (CEO Aldec, USA), 
is the LAMP prototype. 

 

 

Fig. 5. LAMP macroarchitecture and interface 

Entering information in the processor is realized like the 
classical design flow, except the stage "place and route" that 
is replaced by the operation of distributing software mod-
ules and data among all logical bit processors running con-

currently. The compiler provides the placement of data 
among processors, sets the time of searching for solutions at 
the output each of them, and also plans transfer the results 
to another processor. LAMP is an effective processor net-
work, which processes the data and provides the exchange 
of information between network components when search-
ing for solution. The simple circuit engineering of each 
processor can effectively process very large arrays with 
millions bits of information, expending time in hundreds the 
times less compared with general-purpose processor. Basic 
cell (vector processor for LAMP) can be synthesized by 
using 200 gates, which makes it possible to implement net-
work containing 4096 computers in ASIC, using advanced 
silicone technology. Taking into account that memory costs 
for data storage are very small, LAMP may be applied for 
the designing of control systems in the areas of human ac-
tivity, such as: industry, medicine, information protection, 
geology, weather forecasting, artificial intelligence, space 
science. LAMP is of particular interest for digital data proc-
essing, pattern recognition and cryptanalysis. If LAMP 
functioning is considered, its main purpose is obtaining 
quasi-optimal solution of the integrated problem of search 
and / or pattern recognition by using infrastructure compo-
nents focused to the performing vector logical operations:  

}.m,m,m,m{m),Am(Qmin)A,m(P dcbai
n

1i
i =∆=

=
 

System interface, corresponding to this functional, is pre-
sented in Fig. 5. All components }m,m,m,m,A{ dcba  can 
be input and output. Bidirectional interface specification is 
related to the invariance of relation for all variables, vectors, 
A-matrix, components and infrastructure inputs and / or 
outputs. Therefore, the structural model of LAMP can be 
used to solve any problems of direct and inverse implication 
in discrete logical space, and it emphasizes its difference 
from the automaton model concept of computer with ex-
plicit inputs and outputs. The components or registers 

)m,m,m,m(m dcba=  are used for solution in the form of 
buffer, input and output vectors, as well as for identification 
of quality estimation for request performance. One of the 
variants multiprocessor architecture LAMP is a structure 
shown in Fig. 6. The main its component is a multiproces-
sor matrix )44(card],P[P ij ×= , containing 16 vector-

processors, each of them is designed for performing 5 logic 
vector operations with data memory contents, described by 
a table of dimension )nm(cardA ×= .  

         
Fig. 6. LAMP architecture and sequencer structure  
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Interface is used for data exchange and data loading to the 
appropriate memory commands. The control unit initializes 
the executing commands of logical data processing and syn-
chronizes the functioning all components of a multiproces-
sor. Infrastructure IP [1] is designed for servicing all mod-
ules, diagnosing faults and repairing functionality of com-
ponents and device in whole. Elementary logic associative 
processor or sequencer (see Fig. 6) is a part of the multi-
processor and contains: logical processor (LP), associative 
(memory) A-matrix for concurrent executing basic opera-
tions, block of vectors m, designed for concurrent process-
ing rows and columns of A-matrix, as well as data exchange 
when computing, direct access memory (CM) for the stor-
ing commands of data processing software, automaton (CU) 
for logic operations execution control, interface (I) for the 
connecting sequencer and other elements of a multiproces-
sor. Logical Processor (LP) (Fig. 7) provides the implemen-
tation of five operations (and, or, not, xor, s1s - shift left bit 
crowding), which are the basis for the creating algorithms 
and procedures of information retrieval and evaluation of 
solutions. LP module has a multiplexer at the input to select 
one of five operands, which is passed to the selected logic 
vector operator. By using a multiplexer (element or), a re-
sult is entered in one of four operands, which are selected 
by appropriate address. 

 
Fig. 7. Structure of logic calculations  

Implementation features of the logical processor is use of 
three binary (and, or, xor) and two unary (not, slc) opera-
tions. The last ones can be added to the cycle of processing 
register data by selecting one of three operations (not, slc, 
nop – no-operation). To improve the efficiency of logical 
unit, two elements with empty operation are included. If it 
is necessary to perform a unary operation only, the selecting 
nop at the level of binary commands should be done, that 
almost means the transfer data through a follower to second 
level of unary operations. All LP operations are register or 
register-matrix. The last ones are designed for the analyzing 
vector-rows of a table using input m-vector as a request for 
exact information retrieval. The following combination of 
operators and operands are acceptable in a unit for logic 
calculating: 

}.xor,or,and{
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Realization of all vector operations for logic calculating by 
using a single sequencer in Verilog environment and fol-
lowed implementation in PLD chip gives the results: 

Logic Block Utilization: 
Number of 4 input LUTs: 400 out of 9,312 4% 
Logic Distribution: 
Number of occupied Slices: 200 out of 4,656 4% 
Number of Slices only related logic: 200 out of 200 100 % 
Total Number of 4 input LUTs: 400 out of 9,312 4% 
Number of bonded IOBs: 88 out of 320 29%  
Total equivalent gate count for design: 2400 

Clock rate of register operations for Xilinx’s Virtex 4 is 100 
MHz that by order of magnitude higher than similar proce-
dures for a computer with clock rate 1GHz. 

V. INFRASTRUCTURE FOR VECTOR LOGIC ANALYZING  
Infrastructure is a set of models, methods and data defini-

tion languages, data analysis and synthesis tools for solving 
the functional problems. Model (system model) is a set of 
interrelated components defined in space and time, which 
describe the process or phenomenon with specified ade-
quacy, and used for achieving the aim under constraints and 
metric for evaluating of the solution quality. Here, the con-
straints are the hardware costs, the time-to-market, which 
are have to be minimized. Metric for the evaluating solution 
by using the model is defined by a binary logic vector in the 
discrete Boolean space. The conceptual computer model is 
presented by an aggregate of control and operational auto-
mata. The system functionality model LAMP uses GALS 
(Global Asynhronus Local Synchronus) [8] technology for 
the creating hierarchical digital systems with the local syn-
chronization of individual modules and simultaneous global 
asynchronous of the entire device.   

To detail the structure of the vector processor and se-
quencer the analytical and structured process models are 
presented below. They are reduced to the analysis of the A-
matrix by columns or rows. The first one is shown in Fig. 8 
and it is designed for determining a set of feasible solutions 
relatively the input query bm .  
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Fig. 8. Searching all feasible solutions  

The second structure (Fig. 9) searches for optimal solu-
tion on a set of ones, found in the first process model, by 
analyzing rows. In addition, the second model has a sepa-
rate application, focused on the finding single-valued and 
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multi-valued solutions, for example, when searching for 
faults in digital systems-on-chips.  

 Fig. 9. Structure for searching the optimal solution  

All operations are presented by two process models are 
vector. Process model for analyzing rows (see Fig. 8) gen-
erates the vector am  for identification of feasible 

1mai = or contradictory 0mai =  solutions relatively the 
input condition bm  for n  cycles of processing all m-bit 
vectors of the table )nm(cardA ×= . The quality (validity) 
of the decision is determined for each interaction between 
the input vector bm and the row AAi ∈  by the disjunction 
(devectorization) block. The matrix A  can be modified by 
its intersecting with an input vector on the basis of  the op-

eration )Am(A i
n

1i
bi
=
∧= , if it is necessary to remove from 

the A-table all insignificant for the solution coordinates and 
vectors, marked by unit values of the vector am . An inter-
esting solution for the problems of diagnosis by analyzing 
table rows shown in Fig. 9, should be interpreted as follows. 
After performing the diagnostic experiment the binary out-
put response vector am  is made, which masks the A-table 
of faults to detect single or multiple faults. Vectors bm  and 

cm  are used to accumulate the results of conjunction and 
disjunction operations. Then the logical subtraction the con-
tents of the second vector cm  from the first register bm  
and subsequent saving the result in register dm  is per-
formed. To implement the second equation, which generates 
a multiple solution, element AND is replaced by the func-
tion OR. The circuit has also a variable for the choosing the 
solution search mode: single or multiple. The process model 
uses as input condition a vector am , which controls the 
choice of vector operation AND, OR for processing unit 

A)1m(A aii ∈= or zero A)0m(A aii ∈=  A-table rows. 
The result of n cycles is accumulation of unit and zero solu-
tions relatively coordinate values of the vector am  in the 
registers 01 A,A , respectively. A priori, the vectors of 1’s 
and 0’s are entered in these registers: 0A,1A 01 == . After 
processing all n  rows of A-table for n  cycles the vector 
conjunction for the contents of register 1A  and the inver-
sion of the register 0A  are performed, which generates the 
result in the form of the vector bm , where unit coordinates 
determine a solution. When analyzing a fault table of digital 
device the columns identified with the numbers of faults or 
faulty blocks to be repaired correspond to unit coordinates 
of the vector bm . Within the bounds of the Infrastructure IP 

the optimization repairing problem can be solved by using 
an universal structure of vector logic analysis. It is neces-

sary to cover all faults found in the cells by minimum 
number of spare rows and/or columns, such as memory. 
The technological and mathematical culture of vector 
logic in this case provides a simple and interesting circuit 
solution for obtaining a quasioptimal coverage, Fig. 10. 
The advantages are: 1) The computational complexity of 

the procedure is nZ =  of vector operations, equal to the 
number of table rows. 2) The minimum hardware costs, 
which are a table and two vectors ab m,m  for storing in-
termediate coverages and the accumulating result in the 
form of unit coordinates, corresponding to table rows, 
which contain a quasioptimal coverage. 3) There is no need 
for the classical splitting the coverage problem for search-
ing a coverage core and a complement. 4) There is no need 
for complicated procedures for manipulating rows and col-
umns. The disadvantage is obtaining not always optimal 
coverage that is costs for the efficiency of vector procedure, 
shown in Fig. 10. 
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Fig. 10. Process model for searching quasioptimal coverage  

There is the devectorization operation, which at the last 
stage transforms the vector result in a bit aim  of the vector 

am  by the function OR  
]m)Am[(m bibai ∧∨∨= . In general, in the algebra of 

vector operations the devectorization operation is written in 
the notation: <binary operation> <vector>:  

)Am(,m,A ii ∨∧∧∨ . The inverse vectorization operation 
is the concatenation of Boolean variables: 

)h,g,f,e,d,c,b,a(ma . In the process for coverage search-
ing a priori the vectors 0m,0m ab ==  are nulled. The 
quasioptimal coverage is accumulated in the vector am  for 
n cycles by serial shifting.  Bits, entered in the register am , 
are formed by the circuit OR, which realizes devectorization 
by analyzing the input result ]m)Am[( bib ∧∨  on the pres-
ence of 1’s. The next example is characterized by function-
ally completeness of the diagnosis cycle, when this informa-
tion is used to repair faulty memory cells after obtaining the 
quasioptimal coverage [9]. The dimension of a memory 
module 13x15 cells does not influence on the computational 
complexity of obtaining a coverage for ten faulty cells by 
using spare rows (2) and columns (5) (Fig. 11).  
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Fig. 11. Memory module with spare and coverage table  

To solve the optimization problem a coverage table for 
faulty cells is generated (see Fig. 11); it contains rows 
(spares) for the covering faults: 

)R,R,R,R,R,R,С,С,С,С,С,С( 987542287532 . 

The columns are faults of cells 
)F,F,F,F,F,F,F,F,F,F( 7,93,95,82,78,55,53,48,25,22,2  to be 

repaired. Here the columns match the coordinates of faulty 
cells, and rows identify the spare components (rows and 
columns), which can repair the faulty coordinates. The 
process model (Fig. 9) makes it possible to obtain the opti-
mal solution in the form 

00000011111ma = , which corresponds to 
the coverage: }C,C,C,C,C{R 87532= . It is one of three possi-
ble minimum solutions 

948529853287532 R,R,C,C,CR,C,C,C,CC,C,C,C,CR ∨∨=
 for a fault detection table. The technological model for em-
bedded diagnosing and repairing memory is shown in Fig. 
12.  

 
Fig. 12. Model for embedded testing and repairing memory 

It includes four components: 1) Testing a module (UUT – 
Unit Under Test) by using the reference model (MUT – 
Model Under Test) to generate the output response vector 

am , dimension of which corresponds to the number of test 
patterns. 2) Fault diagnosis based on analysis of the fault 
detection table A. 3) Optimization of fault coverage by 
spares (rows and columns) based on the analysis of the table 
A. 4) Repairing memory by the readdressing (AD – Address 

Decoder) faulty rows and columns of the vector am  by 
spare components SM – Spare Memory [9]. 

The process model for embedded servicing is functioned 
in real time and allows maintaining a digital system-on-a 
chip without human intervention that is an interesting solu-
tion for the critical technologies related to the remote main-
tenance of a product. The proposed process model for the 
analyzing associative tables, as well as the imposed quality 
criteria for logical solutions allows solving the problems for 
quasi-optimal covering, diagnosing software faults and/or 
hardware modules. The model of vector calculations pro-
vided the basis for the developing dedicated multiprocessor 
architecture focused to searching, pattern recognition and 
decision making by using associative tables.  

Performance evaluation, Fig. 13, of design solution based 
on the specialization Sp and standardization St requires use 
three discrepant parameters: quality Y, time T, hardware 
cost H: 
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Fig. 13. Performance evaluation for process model  

The parameter Y depends on the testability Q of a design, 
the probability P of existence faulty areas in the chip and 
the number n of undetected faults. 

The time of problem solving is determined by the fol-
lows: dS×  structural depth of a circuit multiplied by the 
average delay of the primitive that enter into the maximum 
logical path and divided by clock speed f of a device. 
Hardware costs (see Fig. 6) are a function of the complex-
ity: idmus H,H,H,H,n,H  – sequencer, number of logic 
processors, control unit, command and data memory, Infra-
structure IP for diagnosis and communication interface. In 
order to simplify the formula of efficiency it can be as-
sumed that the matrix of logic processors is equivalent by 
the complexity the rest part of the LAMP  

idmus HHHH)nH( +++=× . Analysis of the efficiency 
nE the proposed process model for diagnosing and repair-

ing the memory block (see Fig. 12) based on the LAMP 
with respect to the basic bE  realization on the universal 
computer uses the evaluation: 
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Here it is supposed that the clock speed of basic and new 
products, their quality, as well as delays of primitives are 
equal and they eliminated from the formula for calculating 
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result. The structural depth of hardware variants is equal to 
200 and 20, the number of equivalent gates – 1000000 and 
25600. Additive evaluation of the efficiency for using infra-
structure to solve the problems of diagnosis and memory 
repair gives a result equal to 50. Multiplicative evaluation is 
almost by order of magnitude greater. 

VI. CONCLUSION  
Existing software analogs do not provide a purely vector-

logical pathes for searching, pattern recognition and deci-
sion-making in a discrete information spaces [3,8]. Almost 
all of them use a universal command system of modern ex-
pensive CPU with math coprocessor. On the other hand the 
hardware dedicated tools for logical analysis, which can be 
considered as prototypes [1,3], typically focused on bitwise 
or nonvector information processing. 

To eliminate the disadvantages of software analogs and 
hardware prototypes it is proposed the new approach for 
vector logic processing the associative data with complete 
exclusion of arithmetic operations, which influence on the 
performance and hardware complexity. It was successfully 
implemented on the basis of modern microelectronic de-
vices in the form of multiprocessor digital system-on-a-
chip. 

Actual implementation of the approach is based on the 
proposal of infrastructure, which includes the following 
components: 1. Process models for the analyzing associa-
tive tables based on the use of vector logical operations for 
searching, pattern recognition, decision making in the vec-
tor discrete Boolean space. Models are focused on high-
performance concurrent vector logical analysis of informa-
tion and calculating of solution quality criteria on the basis 
of proposed beta-metric of cyber space. 2. A multiprocessor 
architecture for concurrent solving associative logic prob-
lems by using a minimal set of vector logical operations and 
total exclusion of arithmetic instructions. It provides high 
performance, minimal cost and low power consumption of 
LAMP, implemented in a chip of programmable logic. 3. 

Novel vector logical process model for embedded diagnos-
ing digital systems-on-chips and searching for quasioptimal 
coverage based on the logic associative multiprocessor, 
parallel operations for computing processes and calculating 
quality criteria.  

The veracity and practical significance of the obtained re-
sults are confirmed by the creation of multiprocessor infra-
structure for diagnosing and repairing memory components 
of digital system-on-a-chip, the theoretical proof of the met-
ric for vector logical space and the quality criteria for esti-
mating solutions.  

Further research are focused on the developing a proto-
type of logic associative multiprocessor in order to solve the 
topical problems of searching, pattern recognition and deci-
sion making by using the proposed infrastructure of vector 
logical analysis. 
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