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This work is devoted to the study of some issues related to the use of 
traditional vector-based neural networks to process non-vectorial inputs such as 
matrices. As traditional ANNs assume vector inputs, non-vectorial information 
must be previously converted to vector form. This process causes some 
problems, e.g. lost of information and decrease in learning speed. The purpose 
of this work is to point out the limits of traditional ANNs in handling non- 
vectorial data and consider matrix neural networks, which takes matrices 
directly as inputs.

ANNs, especially deep networks, are widely used to solve different 
problems, connected to information processing, such as image understanding, 
natural language processing, and so on. Because of its usefulness and 
tremendous application potential, neural networks have gone far beyond the 
scientific community and found application in many domains. In recent years, 
with the dramatic increases in the power of computers, the attention of 
researchers is focused on the deep neural networks that have significantly 
improved approximation capabilities compared to traditional neural networks. 
However, the price of that is the complexity of architecture and dramatically 
increasing time of learning.

Evolving from the simplest perceptron [ 1 ] to the most sophisticated deep 
neural networks [2], the basic structure of the most widely used neural networks 
remains almost the same. The basic structure of an ANN consists of artificial 
neurons grouped into layers, arranged one after another with feed-forward 
information flow from the previous layer to the next layer.

Traditionally neurons in layer line in a column like elements in a vector. 
There is no restriction on how the neurons should be arranged spatially, but 
vector-like form offers certain advantages such as the ease of visualization and 
the convenience of deduction of mathematical formulations of informational 
flow. Along with this, the information for processing is, naturally, presented as a 
sequence of vector observations, and the output signal also has the form of a 
vector. Consequently, non-vector inputs such as images must be transformed 
into a vector. This transformation has some significant disadvantages. Firstly, 
this is an increasing in the number of tunable weights. Secondly, spatial 
information among data elements may be lost during vectorization. Third, it 
leads to a decrease in the speed of the learning process.
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To overcome the above-mentioned problems, studies related to two
dimensional matrix neural networks have appeared. Their input and output 
signals have a matrix form. It is worth mentioning that convolutional neural 
networks work with images (matrices) directly. However, the main difference 
between CNNs and two-dimensional matrix neural networks is that the input 
image after convolution and pooling is needed to be presented as a vector that is 
further processed by the traditional vector-based neural network. While in 2D 
neural networks, matrices pass through each layer without vectorization at all.

Based on the adaptive matrix bilinear model that was introduced in [3], a 
two-dimensional matrix neural network can be presented in the form

Y(k) = {>7*7,} = M k  - 1  )X(k)B(k - 1),;; = 1 ,2 ,....n x- . =  1,2, ... , n 2 ^

where A G c - i )  B(k - 1) denote I(n I i ^ n i), E(n A ^  n i ) -matrices of 
adjustable parameters that may be tuned by using gradient adaptation procedure.

Of course, it is possible to rewrite the model (1) in traditional vector form
Y(k) = (BT (\A)X(k) = CX(k)  

Y { k ) =( B T ( k - i y A ( k - l ) ) X ( k )  = C(k-l)X(2)

where Y(k} Y(k) X(k) are E (^ 1?i2 *i)-vectors, I -  the symbol of the 
tensor product. However, it should be noted that the use of the representation (2) 
is inappropriate for the two reasons. Firstly, the dimension of the matrix 
C(k -  1) increases dramatically, because with n i >  2 , n a >  2 it turns out that

'L : A ,1 . Second, on each iteration k there is a need to solve a
system of bilinear equations

which in the general case is uniquely unresolvable. It is important to note 
that is the number of matrix parameters CCAT -  1) to be evaluated,

n i" +7ij* is the number of matrix parameters A(k - 13 and B (k - 1) to be 
evaluated.

Based on model (1), its non-linear modification can be introduced:
Y\ky = {y  L(jLi  j { 2 ) } = (o(^ck -  i)X (k )B (k  - 1) ) = c<>U(k) (4)
where I is a -(f\ i  x n : ) -matrix of activation functions.
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