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RELATED-KEY CRYPTANALYSIS OF PERSPECTIVE SYMMETRIC

BLOCK CIPHER

ROMAN OLIYNYKOV, DMYTRO KAIDALOV

Symmetric block ciphers are among the most widely used cryptographic primitives. In addition to providing
privacy via encryption, block ciphers are used as basic components in the construction of hash functions,
message authentication codes, pseudorandom number generators as part of various cryptographic protocols
etc. One of the most popular block ciphers nowadays is AES (Advanced Encryption Standard), which is
used as a standard of symmetric encryption in many countries of the world. Several years ago a theoretical
attack against the AES key-expansion algorithm was suggested, and complexity of this attack turned out to be
significantly lower compared to brute force search. This paper considers the method of estimating encryption
algorithm security against related-key attacks, and its application to the perspective block cipher, which is a

candidate to the block encryption standard in Ukraine.
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1. INTRODUCTION

From [5,6,7] it is known that related-key attacks
were found for algorithms AES-192 and AES-256
which significantly reduced the theoretical security
level of these algorithms. That is why the question
about new SPN-based block cipher which would be
secure from attacks which is present in AES is arisen.

In this article a new improved SPN-like cipher is
presented and its security estimation is made. Authors
propose this cipher as a perspective algorithm [4,17]
which is based on the AES but has significant im-
provements such as a new key expansion scheme,
resistance against algebraic attacks, higher productiv-
ity, etc. The new encryption algorithm was proposed
to the public competition of block cipher selection
to be a prototype during development of Ukrainian
National Standard [4,17]. That is the main reason of
researching this cipher.

But the security proof against related-key attacks
is highly required. This is a challenging problem to
solve since for now there are not so many efficient
algorithms for estimating cipher security against re-
lated-key attacks. So the main goal of our research
was to develop such algorithm. The article contains
detailed description of developed algorithm, its com-
plexity and result of applying this algorithm to the de-
scribed SPN-based cipher.

2. RELATED-KEY ATTACK FOR MODERN
BLOCK CIPHERS

2.1 Description of related-key attack for AES

Brief description of this attack is taken from [5].
This attack is based on the differential cryptanalysis
[16]. The idea of this attack is to inject a difference
into the internal state, causing a disturbance, and
then to correct it with the next injections. The result-
ing difference pattern is spread out due to the message
schedule causing more disturbances in other rounds.
The goal is to have as few disturbances as possible in
order to reduce the complexity of the attack [5].

In the related-key scenario it is allowed to inject
difference into the key, and not only into the plain-
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text as in the pure differential cryptanalysis. However
the attacker cannot control the key itself and thus the
attack should work for any key pair with a given dif-
ference.

Local collisions in AES-256 are best understood
on a one-round example (fig. 1).
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Fig. 1. Local collisions in AES[5]

Here one active S-box is needed (it is a short
name for bytes Substitution operation) and five non-
zero byte differences in the two subkeys. These five
bytes split into two parts: one-byte disturbance and
four-byte correction.

Due to the key schedule the differences spread to
other rounds. Most of the AES key schedule opera-
tions are linear, so a sequence of several consecutive
round key values can be viewed as a codeword of a
linear code. This is the case, particularly, when a trail
does not have active S-boxes in the key schedule.

Let figure out how to build an optimal trail for
the key recovery attack. Typically, a trail is better if
it has fewer active S-boxes. Disturbance differences
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form a codeword, which should have low weight.
Simultaneously, correction differences also must
form a codeword, and the key schedule codeword is
the sum of the disturbance and the correction code-
words. In further trails, the correction codeword is
constructed from the former one by just shifting four
columns to the right and applying the S-box and Mix
Columns expansion. Synchronization is simple since
the injection is made to the first row, which is not ro-
tated by Shift Rows. Otherwise, the task of synchro-
nizing two codewords would have been much harder
and would have lead to high-weight codewords [5].
An example of a good key-schedule pattern for
AES-256is depicted in fig. 2 asa 4.5-round codeword.

Disturbance

PR
Correction A i
Key schedule

Fig. 2. AES-256 key schedule codeword
(4.5 key-schedule rounds)[5]

In the first four key-schedule rounds the distur-
bance codeword has only 9 active bytes, which is the
lower bound. It is needed to avoid active S-boxes in
the key schedule as long as possible. Due to a weak
diffusion in the AES key schedule the difference af-
fects only one more byte per key schedule round. The
correction column should be positioned four col-
umns to the right, and propagates backwards in the
same way. The last column in the first round key is
active, so all S-boxes of the first round are active as
well, which causes unknown difference in the first
column. This «alien» difference should be canceled
by the plaintext [5].

So such collisions can considerably reduce the
complexity of key-recovery attack.

2.2 Current researches on the automatic search
for related-key differential characteristics

Automatic search for best differential char-
acteristics was first performed by Matsui [12] for
DES. Algorithms for automatic search of differential
characteristics for MD4 were presented in [13], and
for MD5 in [14]. De Canni_ere and Rechberger in
[15] described a method that finds characteristics in
SHA-1 in an automatic way.

The first automatic tool for finding related-key
differential characteristics was presented by Alex
Biryukov and Ivica Nikolic in [11]. They described
algorithm which allows to compute differential char-
acteristics for AES, Camellia, Khazad and others.
General idea of our searching algorithm is close to
the one in [11]. But unlike algorithm from Biryukov
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and Nikolic which controls each byte of state, in the
presented algorithm entire column is controlled for
amount of active bytes in it without exact position of
these bytes. It is become possible because of the struc-
ture of researched encryption algorithm. Such scheme
decreases the complexity of computation and reduces
influence of high branching mentioned in [11].

3. PERSPECTIVE SPN-BASED
BLOCK CIPHER

This section describes all parts of proposed SPN
cipher in details because our estimation algorithm is
based on it. As was mentioned before this cipher is
based on the AES. The main differences compared to
AES are the following: pre- and post-whitening using
modulo addition, expanded size of MDS matrix for
linear transformation, application of several S-boxes
optimized with respect to differential, linear and alge-
braic cryptanalysis, and considerably redesigned key
expansion procedure.

3.1 General parameters

This algorithm can be used with different types of
input data. The block of input data can be 128, 256 or
512 bits. The length of the key can be also 128, 256 or
512 bits [4, 17].

The state of the cipher can be represented as a
matrix. Each element of the matrix is a byte. Matrix
consists of N, columns. Each column consists of 8
bytes. So in total matrix has 8* N, bytes.

In the next table (table 1) acceptable combina-
tions of different blocks and keys are represented.

Table 1
Acceptable combinations of blocks and keys
Size of block, bits Supported key size, bits
128 (N, =2) 128, 256
256 (N, =4) 256, 512
512(N,=8) 512

Amount of encryption rounds depends on the
size of block and key. Amount of rounds for different
versions of cipher is represented in the table 2.

Table 2
Amount of encryption rounds for different versions of cipher
Size of block, Size of key | Size of key | Size of key
bits 128 bits 256 bits 512 bits
128(N,=2) 10 14 -
256 (N, =4) - 14 18
512(N,=8) - - 18

The research deals with the 128-bits version of
the cipher, so in the next chapters presented informa-
tion concerns only this version, even if it is not evi-
dently mentioned.

3.2 Basic transformations

In the presented algorithm four basic transfor-
mations are used:

— key addition;

— bytes substitution;
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— shift rows;

— mix columns.

These transformations are the base of all high-
level structure [4, 17].

3.3 Key expansion scheme

Let K), be the main key of encryption and
(K,,K,,...,K,,) are the round keys which are gener-
ated by key expansion scheme.

The cipher has an SPN structure which is based
on the AES cipher:

NI‘
Ciphery, = 1_1[6 oyoog
ie

Symbols: 6, — round key adding; y — nonlin-
ear layer (bytes substitution); 6 — linear layer (mix
columns, shift rows); ~, —amount of rounds in block
cipher.

Proposed key-expansion scheme contains two
steps:

1. Computing of intermediate value x, which is
based on the master key of encryption x,, and some
constant.

2. Computing of round keys (K,,K,,...,K,,)
which are based on the master key «,, , intermediate
value k, and some constant.

Intermediate value «, is computed with the next
algorithm (fig. 3):

iv(const)

SubBytes

ShiftRows

MixColumns

SubBytes

ShiftRows

MixColumns

SubBytes

ShiftRows
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Fig. 3. Computing of intermediate value x,

As it is shown in figure 3 this algorithm contains
all those transformations which are used in the cipher.
This reduces implementation complexity because all
basic operations are the same.

Computing of intermediate value can be formal-
ized with the following formulas:

3
IMKM ZHGOYOGKM
i=l1
K, :]MKM @)
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where iv is some constant which reduces symmetry
in the key.

Generation of round keys can be formalized with
next expression:

2
RKK, [KM] = GI(t+tmvo °© He oyo GK,+tmv,~
i=1

where fmy, are constants which are used for genera-
tion round keys. For each round this value should be
unique but computation of these constants can be
very simple (for example it is a simple shift on a few
positions).

General algorithm for round keys generation is
represented on the figure 4 [4, 17].

Ku
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[ subBytes |
A 4

| shiftRows |
v

| MixColumns ]

E K[‘/'th,

| subBytes |
v
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| MixCo'Iumns I

E K+tmy;
ki

Fig. 4. Computation of round keys

The above scheme (figure 4) is similar to the
scheme of computation «, and also it is similar to the
general scheme of the cipher. This issue reduces the
complexity of implementation.

According to the [10] such scheme of key expan-
sion has some properties, such as:

1. One-way mapping: having encryption key it is
very easy to generate round keys, but having one or
more round keys it is computationally very difficult to
retrieve encryption key or another round key.

2. Non-linear dependence between each bit of
encryption key.

3. Good statistical properties of this key schedule
(verified by NIST STS statistical tests).

4. Simple implementation (based on cipher
round transformations only), good key agility and
possibility to generate round keys in direct and reverse
order with the same computational complexity.

3.4 Encryption transformation

Encryption transformation is almost the same as
in AES algorithm. General scheme for 128-bits ver-
sion of cipher is represented in figure 5. Adding keys
K, and K, are performed by modulo 2% . In other
cases simple XOR operation is used [4, 17].

As it has seen this cipher is a classic SPN struc-
ture. The same structure is used in key-expansion al-
gorithm so it simplifies implementation.
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Fig. 5. Main encryption loop for 128 bit block
and key cipher

4. THE ALGORITHM FOR ESTIMATION
CIPHER SECURITY AGAINST RELATED-KEY
ATTACKS

4.1 Proposed method for cipher security estima-
tion

To prove the security of encryption algorithm
against such type of attacks it is needed to find the
best differential characteristic. The best characteris-
tic is such one that has as few active bytes as possible.
So after the best differential characteristic is found
the amount of active bytes which were used during its
construction should be counted. Active byte is a non-
null byte which was passed through the substitution
table. As it is known substitution of bytes is a non-
linear transformation so the output is undefined and
attacker should attack each active substitution trans-
formation (which has complexity of 2° operations).
If the amount of active bytes exceeds some boundary
value the cipher can be considered as safe against key-
related attacks because the complexity becomes big-
ger than the complexity of brute force attack on the
cipher. Boundary value depends on the size of cipher
block and size of encryption key.

The best differential characteristic can be found
by searching between all possible input differences.
This can be done automatically with special software.
As it is shown later this search can be done in reason-
able time for 128-bits version of cipher. To do this a
special technique should be used. It is shown in the
next chapters.

4.2 The algorithm for counting active bytes

As was mentioned before the best differential
characteristic (with the fewest amounts of active
bytes) can be found by searching between all possible
input differences. For each characteristic the amount
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of active bytes after key-expansion scheme and after
all rounds of encryption should be counted. Proposed
algorithm is for 128-bits version of the cipher.

Let examine the next example. It is a differential
characteristic for K--computation. As was mentioned
before K7is an intermediate value which is computed
in the key-expansion scheme. General scheme for
computation of K7 is represented in figure 6.

Knm K Km

iv
. X, X
Y Y v

SB - SB vy SB

4 1 12

SR v SR v SR

MC MC MC
r v v

Fig. 6. Differential characteristic for Kt computation

Symbols: iv — the difference in initial vectors
(always equals zero); K;,— master key of encryption
(which is needed to be expanded); SB — sub-bytes
(bytes substitution with substitution tables); SR —
shift rows; MC — mix columns.

In the example (Figure 6), three rounds (from left
to right) of Kf computation are shown. Input data is a
difference of encryption key K}, Then it is checked
how this difference spreads after different transfor-
mations. Interested data is the amount of active bytes
(such bytes for which difference is not null) on the in-
put of Sub-Bytes transformation. In the example this
value equals to 4 for the first round, 1 for the second
round and 12 for the third round. In general there are
17 active bytes.

It should be mentioned that in other transforma-
tions (which is linear) the decision is based on what
is the best for cryptanalyst. For example the differ-
ence after Mix Columns has such value that when it
is added to the key K}, in the second round collision
is occurred.

4.2.1 General description. Simpler algorithm for
counting active bytes can be implemented. It this case
each column of the state is controlled instead of each
byte. It is known that the state of the cipher is repre-
sented as columns. Each column consists of 8 bytes.
Thus 128-bits version has two columns. In the search-
ing algorithm the amount of active bytes in columns
is counted without their exact position. Such algo-
rithm considerably reduces complexity. Accuracy of
the results becomes worse because it is possible to find
characteristic which does not really exist. Such char-
acteristics are cutting down the acceptable boundary
of amount of active bytes.
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Thus may be said that a minimal amount of ac-
tive bytes which is possible to achieve with any dif-
ferential characteristic was found. This is a very good
result.

If the amount of active bytes for investigated al-
gorithm does not exceed theoretical boundary then
such cipher is safe against the related-key attacks.

Figure 7 presents an example of differential char-
acteristic for Kr-computation scheme. As shown in
example the amount of active bytes after each trans-
formation is recalculated. The numbers in figure are
amounts of active bytes in columns. This example
gives 3 active bytes in each round and 9 active bytes
in total.

iv
00 Km Km Km
v y

<>< 0|3 P+ 0|3 57 0(3
03 0|3 0|3
v SB v SB v SB

3 3 3
03 0|3 0|3
A SR A\ SR A SR
0|3 03 0|3

MC MC v MC
0|6 0|6 0|6

Fig. 7. Computation of active bytes

In order to make it more understandable in the
next sections each transformation is described in de-
tails.

4.2.2 Key addition. The operation of adding with
key is performed with the next rule: the value of one
column is substituted from the value of correspond-
ing column from key state. Then an absolute value of
this result is taken. Some examples are represented in
figure 8.

0|3/ p|o|3| »|0|0

2(3| Dlofs| »|2]2

Fig. 8. Key addition
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During adding it is assumed that non-zero bytes
have such positions and values that collisions is occur.
It means that it is the best case for the cryptanalyst.
That is why this assumption can lower the resulting
amount of active bytes but cannot increase it.

4.2.3 Bytes substitution. During bytes substitu-
tion transformation the amount of non-zero bytes
does not change. That is why the values in the col-
umns are not changed. But this transformation is
very important because the security of the cipher de-
pends on amount of non-zero bytes which are passed
through the substitution tables. Such bytes become
active bytes. The more active bytes the better cipher.

4.2.4 Shift rows. The operation of shifting bytes
in 128-bits version of the cipher is performed as in fig-
ure 9:

Fig. 9. Shift rows

Figure 9 shows that last 4 bytes of left and right
columns change places. In algorithm only amount
of non-zero bytes in column is controlled but the ac-
tual places of these bytes are undefined. Challenging
problem here is how the shift should be performed
and what amount of bytes should be shifted from one
column to another. This problem was solved in such
way: all possible variants of shifting were taking into
account so the differential characteristic can get addi-
tional branches which are independent between each
other. This part is the hardest part in the algorithm.
It takes a lot of computation because on each round
new branches appear and amount of these independ-
ent branches is growing exponentially depends on the
amount of rounds.

Example of this transformation is represented in

figure 10.

|

, .

o .

I
Fig. 10. Shift rows

Above example (Figure 10) shows that the state

(0; 2) has three independent branches for continua-

tion and for finding best differential characteristic, all
this branches should be computed.
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Table 3 represents amount of different alterna-
tives for shifting in the column depends on amount of
non-zero bytes.

Table 3

Amount of branches depends on amount
of non-zero bytes in column

the complexity of brute force attack. 25 active bytes
gives the complexity less than 27'?®. So the minimal
safe threshold is 26 active bytes.

As a result of experiments the best differential
characteristic for 128-bits version of cipher was found.
This characteristic has 27 active bytes. The results for

Amount of non-zero bytes in Amount of branches each round are represented in the table 4.
column Table 4
0 1 Description of best differential characteristic
1 2 P Amount Accumulated
art . .
2 3 of ciher Round of active | amount of active
3 4 P bytes bytes
4 5 1 7 7
5 4 ki . 2 4 11
computation
6 3 3 2 13
7 2 Key 1 2 15
8 1 expansion
; scheme 2 2 17
Total amount of branches after shift rows trans- 1 1 18
formation is equal to the product of possible shifts of
. . 2 1 19
the left and right columns. For example if left column
. 3 1 20
has 3 non-zero bytes and right column has 4 non-zero 1 1 X
bytes then the amount of branches for this transfor- | Main 5 1 >
mation is 4*5 = 20. encryption
4.2.5 Mix columns. Mixing in columns is per- |loop 6 ! 23
formed as the product of column and some fixed ma- 7 ! 24
trix. The main property of this transformation is a fact 8 1 25
that the sum of non-zero bytes on the input and out- 9 1 26
put cannot be less than 9: 10 1 27
N, + N, >09. TOTAL 27

Exception is the situation when column has no
active bytes, then on the output there is also no active
bytes.

In the developed algorithm it is assumed that the
best case for the cryptanalyst is taken. It means that
there is always 9:

N in + N out 9
Some examples of how Mix Columns works are
represented in figure 11.

Fig. 11. Mix columns

This transformation does not create new
branches.

4.3 Description of results

The minimal safe threshold for estimated cipher
is 26 active bytes. This value is derived from the next
equation:

(275)" <128

where 27! — probability of breaking the cipher with
brute force attack; 27> — probability of breaking one
substitution box of perspective cipher with brute force
attack.

So if there are 26 active bytes it means that the
entire complexity of breaking the cipher with such

differential characteristic is 27'*° which is more than
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Table 4 shows that the differential characteristic
in the main encryption loop is iterative and 1 active
byte is added on each round. Detailed characteristic
is represented in the next figures.

Symbols: K — round key. For different stages of
cipher this value is different; SR — Shift Rows; MC —
Mix Columns.

The stage of computing K7is represented in figure
12. In this figure first 3 rounds are represented. As was
mentioned before intermediate value Kt is needed for
key expansion scheme.

Initially the state of transformation is equal to
(0;0) and key is equal to (1;6). This key is the master
key which is chosen. To be more precisely these val-
ues are the differences between keys or states.

K
SR, MC
1 é—>1s-> 5(6

K
SR, MC
2 é->40—> 0|5

K
3 é->11-'> 0|7

Fig. 12. Kt computation

In figure 13 two round of key-expansion scheme
are represented. Initially the state of transformation is
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equal to (0;7). This value is output value of previous
transformation. The difference of the key is equal to
(1;6). This is the master key.

K
1 é->1155'>wo7

K S
SR, MC
2 é->11—> 0|7

Fig. 13. Round key computation

In figure 14 ten rounds of the main encryption
loop are represented. On this stage input states can be
chosen so in this differential characteristic the input
state (0;6) is taken. Round key is equal to (0;7). This
is the output value of previous stage. The difference
(0;7) is the same for all round keys because all of them
have the same difference. So the values on each round
also are equal

K —— M
SR, MC
1 é-»o1-> ols
K —_— S
SR, MC
2 é->01—> 0|8

w
D=
v
o
[
3
o
0

K e ———
SR, MC
4 é->01-> o|8
K = —
SR, MC
5 é-»o1-> ols

(o))
De =
v

o

-

&
o

0

~
Do
v
o
+§
o
00

K
SR, MC
9 é->o1 - 0|8

K
10 é-»o1—'> ols

Fig. 14. Main encryption loop

The result is a differential characteristic which
has 27 active bytes for 128-bits version of cipher. The
theoretical threshold value for this version of cipher is
equal to 26 active bytes. But as was mentioned before
the obtained value is the minimum amount of active
bytes which can be achieved. Practically the amount
of active bytes in best differential characteristic can be
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higher but it cannot be lower. This is the main prop-
erty of algorithm. This issue is connected with the
implementation of algorithm. This implementation
allows to find characteristics which are impossible in
practice. But still this algorithm can show the security
of investigated cipher. For example if the amount of
active bytes is lower than the threshold it is possible
to find differential characteristic with such amount of
active bytes which is potentially can lead to vulner-
abilities.
4.4 Complexity of algorithm

The input values of algorithm are the different
values of differences of the master key on the input
of key-expansion scheme (it is a stage of Kt compu-
tation). The algorithm was build in such way that it
controls 2 columns. Each column can have values be-
tween 0 to 9 (amount of active bytes). This means that
each column have 9 different variants of input values.
128-bits version of cipher has 2 columns. The values
of each column can be picked independently so the
total amount of input values is 81 (formula 5).

NMK:NColc:92:81 )]

Symbols: N, —amount of differences for mas-
ter key; N, — amount of states for one column; ¢
— amount of columns in the cipher state.

Also different open texts can be chosen on the in-
put of main loop of encryption. Amount of different
open texts are the same as amount of keys. It can be
calculated with the next formula:

Npp=Ng,f =9 =81 Q)

N pr — amount of possible differences for open
texts.

Also as mentioned before the Shift Rows trans-
formation can create new branches. It means that
additional paths for searching differential character-
istic appear. It is connected with different possibili-
ties of shifts. Algorithm does not control each byte
separately but it controls amount of active bytes in
columns. That is why different variants of shifts ap-
pear because the positions on which the active bytes
are placed are unknown. Amount of such variants de-
pends on amount of active bytes in column. Table 5
represents amount of branches which are created after
Shift Rows for one column.

Table 5

Amount of branches depends on the amount
of active bytes in column

Amoun.t of active bytes Amount of branches
in column
0 1
1 2
2 3
3 4
4 5
5 4
6 3
7 2
8 1
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To find total amount of branches after Shift
Rows transformation it is needed to multiply amount
of branches for each column.

Npc =[N, 3)
i=0

N pc —amount of branches after Shift Rows transfor-
mation; ¢ — amount of columns in the cipher state;
N,; — amount of branches for each column (accord-
ing to table 3).

For example if current state of cipher is (3;4)
then after Shift Rows there are 4*5 = 20 independent
branches for searching differential characteristic.

The algorithm is searching among all possible
input text differences. Each column on the average
makes 3 different branches. It means that there are 9
different branches for the whole transformation for
128-bits version of cipher.

This transformation is the most complex one
because it is performed in each round so there is an
exponential growth of complexity. Formula 4 dem-
onstrates amount of branches depends on the amount
of rounds.

Npe =TT TTM @)

=0 j=0
Npc — total amount of branches; ¢ — amount of
columns in the cipher state; » — amount of rounds;
N; — amount of branches for each column for one
round (according to table 5).

The complexity of algorithm can be reduced with
filtering bad characteristics. Bad characteristic is a
characteristic which exceeds some threshold value of
active bytes. So when it is found that differential char-
acteristic reaches some threshold value it is dropped.
It considerably simplifies the computation.

General formula for counting is represented be-
low:

O=NprNyxgNpc =

roc roc 5
=NColcNCochHNij=(NC01C)2HHN[/' )
i=0 j=0 i=0 j=0

Using formula 5 the total complexity for 128-bits
version of cipher for all 10 rounds can be computed.
It is expected that Shift Rows transformation creates
9 branches on each round.

In general there are 15 rounds (5 rounds of key-
expansion scheme and 10 rounds of main loop of en-
cryption).

The calculation for the 128-bits version of cipher
is represented below:

O35 = Npp Ny N pe = 97979 =37 = 2%

The complexity is very big but this complex-
ity can be considerably reduced with filtering differ-
ential characteristic which exceeds some threshold.
The minimal value for 128-bits version of cipher is
27 — this is minimal amount of active bytes which is
allowed. So there are more than 27 active bytes in dif-
ferential characteristic it is dropped.

On quad core system with AMD Phenom 3.2 Hz
processor this algorithm takes a time about 10 minutes.
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CONCLUSIONS

Method for security estimation of perspective
SPN-based block cipher against related-key attacks
are presented in this paper. The new cipheris based on
the AES construction with redesigned key schedule
for providing protection against such type of attacks.
The cipher was proposed to the public competition of
block cipher selection to be a prototype during devel-
opment of Ukrainian National Standard [4,17].

Proposed method is based on counting amount of
active bytes in differential characteristics. But unlike
algorithm from Biryukov and Nikolic [11] which con-
trols each byte of state, in the presented algorithm en-
tire column is controlled for amount of active bytes in
it without exact position of these bytes. Such scheme
decreases the complexity of computation and reduces
influence of high branching mentioned in [11].

Developed method can show existence of such
differential characteristic which can lead to the key
recovery with complexity lower then complexity of
brute force attack.

Also the calculation of the complexity for the
developed method is presented. This method with di-
rect application has large computational complexity

which is about 0 =2% for 128-bits version of cipher.
For modern computers such complexity is too big so
some optimizations were performed. These optimi-
zations are based on the dynamic elimination of dif-
ferential characteristics which reach some threshold
value of active bytes. Such optimization allows con-
siderably reducing complexity. Optimized algorithm
which is implemented in C++ language takes about
10 minutes for 128-bits version of cipher.

So proposed method of estimation gives the an-
alytic proof of security to related key attacks. It was
shown that 128-bits version of cipher does not have
such differential characteristic which can lead to the
key recovery with complexity which is low then com-
plexity of brute force attack.

This method can be extended to different vari-
ants of block size and key lengths of proposed ciphers
as well as to other block ciphers with similar structure.
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OuneiinukoB Poman BacuibeBuy, 10K-
TOp TEXHUYECKUX HayK, mpodeccop
kadenper BUT XHYP3. O6Gnactb
HayYHBIX MHTEPECOB: aHAJIU3 U CHH-
T€3 CUMMETPMYHBIX KpuUITOrpadu-
yecKux IpeoOpa3oBaHMit, Ge3ormac-
HOCTb ITPOTPAMMHOTO 00eCTIeUeHMSI.
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KaiinanoB  JImutpmii  CepreeBuy,
actimpant Kageaper BUT XHYP3.
OO0sacTh HayYHBIX MHTEPECOB: aHa-
JIU3 CTOMKOCTH OJIOUHBIX CHUMMe-
TPUYHBIX ITUPPOB.

YIAK 621.391:519.2:519.7

Kpuntoanaiuz  nepcnekKTUBHOIO  CHMMETPUYHOTO
0,109yHOro mM(pa ¢ UCNoJIb30BAHMEM CBS3AHHBIX KIIOYeil /
P.B. Oneitnukos, J1.C. Kaitnanos // [IpuxkinanHasi paavo-
9JIEKTPOHMKA: HAyYH.-TexH. XXypHall. — 2014. — Tom 13. —
Ne 3. — C. 192-200.

CHUMMeTpUYHEIe OJIOYHBIE ITHU(PHI SIBISIOTCS OIHU-
MM 13 HanboJjiee pacrpoCTpaHEHHbBIX KPUTITOrpapuIecKux
npumMuTBOB. Kpome obecrieueHrst KOHGUIESHIIMATbHOCTH
yepe3 mudpoBaHue, 6JI0UHbIE IUGPBI TPUMEHSIIOTCS KaK
0a30Bble KOMIIOHEHTBI MPU IMOCTPOSCHUU XIII-DYHKIIUIMA,
KOIOB ayTeHTU(UKALIMU COOOIIEHUI, TeHEePaTOPOB ICEB-
JOCITYIaifHBIX YMCEJT B COCTaBe Pa3IMYHBIX KPUTITOTpadu-
YeCKHUX MPOTOKOJIOB U Ap. OMHUM U3 pacnpoCTpaHEHHbIX
mudpoB B Hactosiiiee Bpems spisietcst AES (Advanced
Encryption Standard), ucronb3yeMblii KaKk CTaHAAPT CUM-
METPUYHOTO 1MHUGPOBaHUS BO MHOTMX CTpaHaX BO BCEM
mupe. Heckonbko et Hazan Obula MpenjioXeHa Teope-
TUYeCKas aTaka IMPOTUB CXeMbl Pa3BOpaYMBaHUS KITIOUCH
AES, 1 cIIOXHOCTh 3TOil aTaKy OKa3ajach 3HAYUTEILHO
MEHBIIIE TI0 CPAaBHEHUIO C TTOJIHBIM MepebopoM Kittoueil. B
CTaThe PacCMOTPEH METOJ OLEHKU CTOMKOCTU aJrOpUTMa
mr@poBaHUs K aTake Ha CBSI3aHHBIX KJIIOUax, M ero Mmpu-
MEHEHUe ISl IePCIIEKTUBHOTO GJIOYHOTO I pa-KaHI1-
J1aTa Ha CTaHIapT 0J109HOro M poBaHUsI B YKpauHe.

Karouegvle crosa: 610UHBIN MM, KPUNTOAHAIU3,
aTaka Ha CBSI3aHHBIX KJIloYax.

Tab6a.: 5. n.: 14. bubauorp.: 17 Ha3B.

VK 621.391:519.2:519.7

Kpunroananiz mnepcneKTHBHOIO CHMETPHYHOro 0J10-
KOBOTro mudpy i3 3acToCcyBaHHsAM 3B’sA3aHUX KioywiB / P.B.
Oumiitnukos, JI.C. Kaiigamos // TlpuknamHa pamioenex-
TpOHiKa: HayK.-TexH. xXypHai. — 2014. — Tom 13. —
Ne 3. — C. 192-200.

CumMeTpryHi OJ0KOBI MMMPU € OAHWMM 3 HaMIMO-
UpeHimmux Kpunrorpadiunux npumitusiB. Kpim 3a06e3-
MeYeHHs1 KOHQiIeHIIHOCTI Yepe3 mudpyBaHHS, OJIOKOBI
MM PU 3aCTOCOBYIOTHCS IK 0a30Bi KOMIIOHEHTH B XO/Ii I10-
OynoBu remi-(pyHKIIii, KOAiB aBTeHTUDiKallii TOBiZOMICH-
HsI, TEHEepaTopiB TCEBIOBUMAIKOBUX TOCIITOBHOCTEH, Y
cKJIali pisHUX KpUnTorpadiyHUX MTPOTOKOJIIB Ta iH. OMHUM
i3 mowupeHux mudpis 3apa3 € AES (Advanced Encryption
Standard), 1110 BUKOPUCTOBYETLCS SIK CTAHAAPT y 6araTrbox
KpaiHax cBiTy. JlexilbKa pokiB TomMy OyJjia 3alpoIrioHOBaHa
TeopeTUYHAa aTaKa IIPOTU CXeMU po3ropTaHHs KiodiB AES,
1 CKJIaJIHICTh IIi€1 aTaKi BUSIBWIIACS 3HAYHO MEHIIIOIO IT0-
PIBHSIHO i3 TTOBHUM T1epe0OpOM KITIOUiB. Y CTaTTi pO3Iisi-
HYTO METOJI OL[iHKU CKJIaHOCTi aJIrOPUTMY IIMGbPYBAHHS
JIO aTaKy Ha 3B’sI3aHUX KJII0Yax, i HOro 3acToCyBaHHS JUIst
MEePCIIEKTUBHOTO 0JI0KOBOTO MG pPy-KaHAMIaTa Ha CTaH-
napT 0JJ0KOBOTo I pyBaHHS B YKpaiHi.

Karouosi crosa: 61okoBuii mmdp, KpUnroaHaiis, ata-
Ka Ha 3B’sI3aHUX KJTI0Yax.

Tab6a.: 5. In.: 14. Bi6aiorp.: 17 HaiiMm.
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