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Abstract

This work is devoted to Natural Language Generation (NLG) problem. The modern
approaches in this area based on deep neural networks are considered. The most famous and
promising deep neural network architectures that are related to this problem are considered,
in particular, the most popular free software solutions for NLG based on Transformers
architecture with pre-trained deep neural network models GPT-2 and BERT. The main
problem is that the main part of already existing solutions is devoted to the English language.
But there are few models that are able to generate text in Russian. Moreover, the text they
generate often belongs to a general topic and not about a specific subject area. The object of
the study is the generation of a contextually coherent narrow-profile text in Russian. Within
the framework of the study, a model was trained for generating coherent articles of a given
subject area in Russian, as well as a software application for interacting with it.
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1. Introduction

The current rate of growth of content is so great that organizations are beginning to fail to keep up
with their own set of speeds. Editors and copywriters do not have time to create new texts from
scratch, think over ideas for new publications so that they are original. Hiring a large staff of
additional staff can significantly increase the costs of the company, which will lead to lower profits.
The second option for solving the problem is to reduce or maintain the speed of content formation,
which will also give negative results in the future, since the company will be a loser in comparison
with competitors. One of the options for solving the problem is the use of the latest artificial
intelligence (Al), machine learning and deep learning technologies for such a task as well as others
related to Natural Language Processing (NLP) problems. Deep neural networks and their training has
become a real breakthrough in solving basic Al problems, including NLP [1, 2, 3, 4]. This area of Al
is rapidly developing, there are separate areas within deep learning, such as generative deep learning,
reinforcement learning, within which new modern models of deep neural networks are being
developed that can solve traditionally complex Al problems faster and, most importantly, more
efficiently [4]. The impressive results of deep neural networks are certainly achieved thanks to
modern information technologies, such as large-scale machine learning libraries TensorFlow,
PyTorch with API for Python language [5, 6, 7, 8, 9].

The main component of many neural language understanding and generating models is pretrained
word representation, proposed in [9, 10]. Word embeddings are the basis of deep learning for NLP.
Word embeddings (word2vec, GLoVe) are often pretrained on the text corpus from co-occurrence
statistics. But learning highquality representations in many cases is challenging task. Word
representations are applied in a context free manner. So, the solution of this problem is train
contextual representations on text corpus. In the paper [12] authors introduced a new type of deep
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contextualized word representation, they used vectors from bidirectional LSTM (Long Short-Term
Memory recurrent networks). This language model authors called ELMo (Embeddings from
Language Models) representations. So we can see that deep neural networks models are the most up-
to-date and constantly evolving approach for solving many problems of NLP and NLG.

The rest of the paper is organized in the following way. The state of research and recent advances
in deep learning for natural language generation are reviewed in Section 2. In Section 3 general
description of the GPT model is given and test runs of the original model are described. Section 4 is
devoted to searching Russian language resources with a large database of articles on technological
topics, development of software script and formation of dataset. Section 5 contains detailed
description of the experiments, taking into account all technical details of the implementation.
Experiments include two stages: model learning and model training. The most interesting parts of
experiments include train the model to generate whole texts and to generate article titles. In Section
6 experimental results are analyzed. In Section 7 the integration of the models with web application
considered. The main characteristics of the proposed web application are described. Conclusions and
perspectives for future work are discussed in Section 8.

2. Related Works

The neural text generation problem is analized in many works, for example [4, 13]. Authors
describe the classic and recently proposed neural text generation models. The development of
Recurrent Neural Networks Language Models (RNNLMSs) discussed in detail with three training
paradigms: supervised learning, reinforcement learning, adversarial training. In 2017, a new simple
neural network architecture was proposed, called transformer, based solely on the attention
mechanism, without recurrence, i.e. sequential calculations [14]. Transfer learning technology allows
you to retrain ready-made models. For Today, this technology is the most promising in deep learning
and is used in the most advanced neural models for the generation of natural language texts [15]. The
next step was to demonstrate that language models begin to learn NLP tasks without any explicit
supervision when trained on a new dataset of millions of webpages called WebText [16, 17]. Authors
are researchers from OpenAl and they demonstrate how work their largest model GPT-2 (Generative
Pre-Trained Transformer). This is a 1.5B parameter Transformer that achieves state of the art results
on 7 out of 8 tested language modeling datasets in a zero-shot setting but still underfits WebText.

Recently some pretrained high-capacity neural language models have become increasingly
important in natural language processing and generation. There are such deep neural networks as
ELMo [12], BERT [18, 19, 20], GPT-2,3 [15, 21, 22]. They are able to predict the next word in a
sequence or some masked word anywhere in a given sequence. BERT (Bidirectional Encoder from
Transformers) is neural network from Google, which demonstrated the best results on a number of
NLP tasks (machine translation, text analysis, chat bots, answering questions, etc.). Google has
released pre-trained models of BERT, but they suffer from a lack of documentation. In fact, BERT
from Google is an improved GPT network from OpenAl (bidirectional instead of unidirectional), also
on the transformer architecture. BERT is the best in almost all popular NLP benchmarks. Unlike
BERT, another popular generative pretrained transformer GPT-2 is created for generating samples of
synthetic text with a completely logical narrative, if you give it any beginning [15]. So GPT-2 is
available for testing and experimenting with it. Therefore, many researchers and practitioners in Al,
NLP and deep learning are trying to solve their problems of generating texts using GPT-2. For
example, copywriters and editors will be more focused on editing texts, or writing them on ready-
made topics that the model will provide. For such tasks, the Transformers architecture is used, which
is able to perceive the context by processing the token chain at once. It should also be noted that many
trained models will be required in their subject areas, since at the moment there are no models that
could equally successfully generate coherent text in several non-related branches of human activity at
once. The multilingualism of the model requires a similar remark.

Thus, it was decided to train a model of a non-profit company OpenAl called GPT-2, namely, a
medium-sized model with 300 million parameters, generating texts in Russian about information
technologies, blockchain and artificial intelligence. To train the model, the Transfer learning will be
used, which allows additional training of ready-made models [21]. This technology will be easy to



apply to the chosen GPT-2 [22]. For such training with so many parameters, a fairly extensive dataset
in Russian is required. The preparation of the dataset will also be described in the article.

3. GPT model overview

The GPT model is designed to predict the next word in the text, forming, when repeating the
operation, a complete coherent text with meaning, context, logic of presentation and completeness of
thought. It was originally designed to answer user questions.

According to the developer, a non-profit company OpenAl, the product they offer can be used in the
future to help in speech recognition, articles and publications editing, keeping control of the storytelling
quality.

The creation of GPT (General Purpose Technology, and later Generative Pretrained Transformer)
models began with the announcement and release of GPT-1 in 2018. At that time, of course, it was a
breakthrough in the field of text generation and the use of Transfer learning technology, which was new at
that time. But, nevertheless, due to the fact that it was trained on a small amount of data, its work left much
to be desired. With the announcement of the first generation of GPT, the foundation was laid for continued
research in this area.

GPT-2, trained on more than 40 GB of data from 8 million web pages, impressed its own developers so
much that the company initially released only a beta version, citing the malicious use of their brainchild to
generate fake news, spam, and more. The release of GPT-2 took place in 2019, immediately after the
release, the work on GPT-3 has begun.

The 3rd generation GPT made a closed API for the same reason — the possibility of using it to harm.
We can also assume that the new model has a sufficiently large amount of data that does not allow it to be
disseminated in the way we are used to. Among other things, a fairly large amount of money was spent on
the creation of GPT-3, on the order of several million dollars. And this is one of the key factors that does
not allow teaching it as effectively even with the knowledge of the mathematical apparatus of the structure
of the model.

3.1. Test runs of the original model

When starting and initializing the model, there were several questions to be answered:

e  What weights to use to work with the model

e  What is the maximum length of the generated text

e  What is the concept of "temperature” and how it affects the generation

e  Consumed resources

To work with the model, the weights of the PyTorch library are used, as well as a special configuration
file and an encoder model for storing tokens. The maximum length of the generated text can be any,
however the model context window is 1024 tokens. "Temperature" is a parameter that is adjusted during
the generation of text by the model, it shows the degree of "madness™ of the text, that is, how far the model
can deviate from the examples set during training. Average consumed resources were calculated in the
middle of Google Colaboratory after 100 launches of each of the original models. The results can be seen
in Table 1.

Table 1
Consumed resources
Number of parameters Occupied disk space, GB RAM, GB GPU memory, GB
GPT-2 124M 0.5 2.48 2.37
GPT-2 355M 1.42 3.46 4.14
GPT-2 774M 3.1 6.09 8.28
GPT-2 1558M 6.23 9.98 10.69

When the generation is started, an initial phrase is sent to the input, through which the context of
the generated text is set. The minimum size is 1 token, the maximum is 1023 tokens. Based on



observations, the larger the volume of the input phrase, the longer it takes to generate the text, it
should also be noted that the increase in time is not linear.

There were also several launches of all models with different input phrases of the "information
technology" subject area. In Figure 1 below, you can see an example of the generated text for the input
phrase "The future of machine learning".

The future of machine learning in machine learning is looking bright.

Machine learning is a new field with many interesting new applications. The first is mac
hine learning for advanced tasks. The second is machine learning for problem solving.

Machine learning is one of the most popular and most advanced applications of machine 1
arning. It is used to identify and solve complex problems in a variety of contexts. It c
an also help to solve complex problems in a variety of situations.

Machine learning is wery important to the development of new technologies.

The future of machine learning is alsc shaping up to be fascinating. In the future, we m
ight see how machines can be used te solve puzzles, create data, and even manipulate dat
a in a real-time fashion.

This is a fascinating time for machine learning. In the past, there were many technologi
es that were designed to solve very real-world problems, but these were developed only
or humans. MNow, there are many tools and frameworks that can be used to solwve real-world
problems.

Machine learning is

Figure 1: An example of the generated text by the original model GPT-2 124M

The pre-trained model works reasonably well in English, generating grammatically correct texts while
maintaining context. The 1.5 billion parameter model is expected to have more coherent text than the 124
million parameter model, and is about the same as the 774 million parameter model. But to run a larger
model, more resources are needed, and they work longer.

An interesting feature is that the network itself was able to generate, albeit non-existent, but valid links.
Sometimes it can get stuck — repeating the same phrase.

In Russian, a network of any size works very poorly — this is due to the fact that they were taught
mainly in English. You can verify this by looking at Figure 2, the text " Bce, 4to s Mory cka3aTh 06 3TOM
neiicTBuH, 310 TO, yro” Was fed to the model input.

There are several analogs — models, pre-trained on texts in Russian and capable of generating coherent
texts of general topics. But it often loops, it is not able to generate an adequate text on a specialized topic
because there were no corresponding texts in the training dataset.

Text generation is carried out in a style which is closed to the works of fiction of classical literature.

It is also worth noting that in some cases the model recognizes the text as lyrics and begins to
supplement the text with white verse.

There is a noticeable improvement in the use of words in context, and also there are no missing words
that do not exist in the explanatory dictionary.

At the same time, there is a noticeable improvement in the use of punctuation marks in comparison
with the previous experiment, words and the generation of meaningful text, as well as specific characters
(for example, "?" And "!").

For further research, it was decided to take the so-called "average" model of 355 million parameters.



@ce, 4TO A MOry CKazaTb ob 3ToM OelCTEMM, 3TO TO, YTO He MOEH CKA2aTb, H4TO A MOFY CKa
3aTe ob 3ToM OHCTBMM, 2TO TO, YTO He MOeR ckazate ob =

®4€ce, 4TO A MOry CKazateb of 3ToM OefCTEMM, 3TO TO, 4TO B XOOR OSHCTEMM YacTo.

Kak EBOpOTH B X0OOA LEACTEWKM 03 KOHTPOR HaWW NOAeSHEM ¢GTG M COBETCK

€ce, 4TOo A Mory ckazate of 3ToMm OedCcTBMM, 3TO To, 4TO A MOTY cCKazaTe 00 3TOM JOeHCTEM
M, 3To TO, 4TO A MOTY CKazaTe 0b 3Tom gedCcTBMM, 3TO TO, H

@4ce, 4TO A Mory ckazate of 3ToM OefCTEMM, 3TO TO, 4TO M BCETAa He NPUMEPOE AAHT BaMm M
3cTepuM.

Ky¥NWUTE OT 3TH 4YTO MPHWNC HE NPULLAC BepCMA OeACTEM

©€ce, 4TO A MOry CKazaTe ob 3TOM gedCTEBMM, 3TO TO, YTO Bl KOMMNEK H3 BeCTH, KOTOpHHA To
CTaTeAx 00 CKazaTe Ha BECTM, KOTOPHA TO cTaTeAx of cKazaTe

Figure 2: An example of generating text in Russian by the original model

4. Formation of a dataset

As we understood from the text above, for the model for correct work it’s required to train it on a
sufficiently large amount of text. Thus, the primary task before training the model was the search for
Russian-language resources with a large database of articles on technological topics. After the
research, a small list of them was formed with an approximate number of articles on the portal. The
list can be found in Tables 2, 3 and 4.

Table 2
List of portals for receiving thematic texts "Technologies"
Source name Approximate number of publications
Populyarnaya Mekhanika 44000
Hightech 10000
T) 5900
Rusbase 3000
Techliga 1000
Table 3
List of portals for receiving thematic texts "Machine learning"
Source name Approximate number of publications
Habr 8700
3D News 800
ITC 500
Robotics 300
Korrespondent 200
1Z 200

VC 200




Table 4
List of portals for receiving thematic texts "Cryptocurrencies"

Source name Approximate number of publications
ForkLog 22000
ProBlockchain 21000
RBK 20000
bits.media 1600
VC 1200
Habr 900

Due to the number of articles and the approximate amount of text in them, it was decided to form a
dataset based on articles from the "Populyarnaya Mekhanika" and "ForkLog" portals.

For further work, a software script was written that unloaded a monthly archive of portals and
saved it as HTML pages. For a higher speed of the program, this problem was solved by parallel
programming. It allowed to increase the speed of page retrieval by 8 times.

After the pages have been swapped out, they should be processed. We tried several options for
processing the dataset. We got the heading under the <h1> tag and all remaining text from each document,
except for unnecessary related information, such as embedded Twitter posts, time of article creation,
author, tags, etc. Then we implemented:

e Distribution of all articles in different text files

o  Distribution of all articles in 1 text file

o Distribution of all articles in different text files with their separation with special service

tokens

e Distribution of all articles in 1 text file with their separation with special service tokens

e Distribution of all articles in different text files with separation of articles and article titles

with special service tokens

e Distribution of all articles in 1 text file with separation of articles and article titles by special

service tokens

As a result, the formation of 1 text file with the separation of articles and article titles with special
service tokens is a processing option that has shown the greatest efficiency both in comparison with the
training time and in further practical applicability. The separation of the title and the article was done for a
reason: it is planned to train a separate model only for generating titles. An example of the appearance of
the text can be seen in Figure 3. Inserting tokens is necessary both for separating the constituent parts of
the article, and for the model to understand the boundaries of finding one context. Also, in the future, it is
the service tokens that will allow us to separate the logically complete parts of the generated text from each
other.

After processing and downloading pages from portals, it was already possible to accurately form
representations by the number of articles in the dataset. The data is in Table 5.

Table 5
Data on the volume of the dataset
Dataset (source name) Number of articles
Populyarnaya Mekhanika 51772

ForkLog 22080




<|strtfrt|><|strifttl| >BBC ClIA xo4eT ycTavoBwTe Boeswle nasepe Ha Lockheed AC-128<|ndfttl
|>

[naea NogpazAeNeHWA CWN CNeUManeHoro HazHa4dsHwA BBC CUA reHepan-nedTeHalT Bpagnu XeldTong
2aABWN, YTC COHOA W2 2aga4 oDOpOoHHOM npomewneHHocTW CUA gomsHO CTaTe OCHaweHwe BoeBwrMW N
azepami KawacH neTawwein aptbatapen Lockheed AC-136 x 2828 rogy.

Nazep mowHocTu B 128 wkunoBaTT AonmweH BecWTb He Bonee 2,3 Toluu, OygeT WMCNoNbL30BaTLCA Ka
¥ € ODOpOHWTENBHBEMW, TaK W C HACTYNATENbHEMW LEAAMW M CTAHET CaMbiM MOWHbLIM NaSEepHLIM OpYHH
eM, CTOAWMM Ha BoOpy¥eHWd CUA.

Erc nepeod Uenbk BYOeT SAUWTE HENOBODOTAMBRY W KPYNHEX NeTawwux GaTapell oT pakeT Tuna 3
EeMIA-BOSAY s . Takwke OygyWese NasepHOE ODYWME OOM#HO GOKYCWDOBATBCA ANA NODAXEHWA Uenell vy
e Ha 3emne. MopobHam MywWka MOXET B3pbiEaTe GOENPMNAcH Bpara W NOO¥MraTe TOMAWMEO, Daspe3aT
b MaWWHE, pajapsl W PAKeTHHE YCTAHOBKM, PacCeKan WX NazepHbiM yHoMm.

B oTAW4Me OT APYroro TUNa BOOPYHEHWH MOWHOCTE Nazepa MOMHO YEENWHMTE WM YMEHBWWTE B 33E
WCHUMOCTHM OT CMTyauWu, Aaean camoneTy Gonewe ewbopa mpW NopaseHud Uene.

OgHMM W= KaHOMOATOE ANA BRINOAHEHMA 3Toro obopoHHOre 2aKaza ABNAETCA KoMnaHuA General Ato
mics, 4ed nNazep WMEET MOWHOCTE B 75 KWNCBATT W BECWT 2,3 TOHHH, NOITOMY WHXKEHEDaM 3a Cne
OVHUKWe NATE NeT NPUOSTCA NOHATE, K3K CreHepupoBaTk M COXpPaHWTe ewe 45 KunoBaTT MOWHOCTH,
NpW 3TOM HE YEBEAWYWE BEC yCTaHoBkW.<|ndfrt|»

<|strtfrt|><|strifttl|»Pofior cTouT nepeer B ovepegu =a iPhone 65

iPhone 65 W iPhone 65 Plus noAEWnMcCL B Npojaxe CercofHA, HO O4YepefM Henawuux npuobpecTw H
OBblil TenedoH CTaNW MOARBAATLCA 338 Hefenw Ao cobslTA. OaHa NobMTEnbHWUA Npoaykuwd Apple us
ABCTpaNMKW peWMna NogoiTW C BHOYMKOHW K BOMPOCY, HE CTana, no NpUMepY MHOTHX, HOYEEaTh B N
anaTke Mepeg MarasWHOM, a oTnpaeuna emecTo cebA poboTa.
YCTpOWCTEO, ZaHABWLSE OOHO W3 MEPEHX MECT B o4epedd =3 HoeeM iPhone — 3To iPad, Ha xoTopo
M E PEanNbHOM BpPEMEHM OeMOHCTPUMPOEANOCE NWUO CamMoil NpeanpHUMHHECR NOKYMAaTensHMUbl Mck Ken
nW. MnasweT Bein yKPENNeH Ha BEpWMHE WeCTa, a TOT B CEOH O4Eepedb KPENWACA K OMCTaHUWOHHO
YNP3BNAEMOMY KONecy. HaxofACk AomMa wiv Ha paboTe, JlcM Morna EMAeTe TO, YTO BMasn pofo
T, DONTaTe € APYTUMW MHOEMH B OYEpPESM M KOHTPONWPOESTh ABMMEHWA CBOerc poboTa.
PoboT npocToAn B o4epegu OBa OHA, W ONEpegMn erc ToNbkKe NpeanpuHuMatents JIMHacw Xapmep, K
OTOpLIFM WM E ManaTke nepeg Marasvdom 17 gHeld go Toro, kKak Hoesle iPhone mocTynunw B npoga
wWy. CerogHa yTpom Mocw Kennu nonyvwna SaBeTHeld cmapTdoH, No NyTH CTaE MECTHOM 3HaMeHMTOC
Thid.
Ha doTo NWMHAcH Xapmep BMecTo © poBoTom Macu Kennu<|ndfrt|:

Figure 3: An example of the appearance of a dataset for the whole text of an article

5. Experiments to explore model training

After a series of experiments, which were described above, studies were carried out on various devices
on the basis of which the training took place.

Choosing the main device for computing during training

Test training of models was carried out on 3 computing devices:

CPU
GPU
TPU

On average, the learning rate on a GPU is 2 times higher than the learning rate on the CPU, and the
same rate of learning on the TPU is higher than that on the GPU. Also, the Google Colab environment



offers TPUv2-8 for use, which means a possible division of training into 8 threads, which, in theory, will
increase model training by 16 times compared to a GPU. Table 6 shows the elapsed training time for 1
epoch on different devices, based on measurements made during the experiments.

Table 6
Time spent on 1 training epoch
Computing devices Time, s
CPU 65.1
GPU 31.6
TPU 2.3

Thus, after several test runs on different devices and receiving data on the elapsed time, it was decided
to configure the server with a connection to Google Colud TPUv2-8.

5.2. Model training

As mentioned above, we decided to train 2 models: one only for generating text titles, and the
second for generating whole texts, including the title. First, a study was carried out according to the
second model.

5.2.1. Train the model to generate whole texts

In total, about 300 experiments were carried out with models of this type. We changed the markup
of the texts, the learning rate, tried a different number of articles from one source or another.
Ultimately, about 80% of the models suffered from "looping": a part of the text (most often it was a
phrase or a sentence) was repeated several times in the text, making it impossible to supplement the
content. A clear example of this can be seen in Figure 4.

[JeusHTpanuaoeaHHee Bupwu ofecneywealT NPO3paYHOCTE AaHHEXG B NyOAW4Hsx ceTAx, obecneduean
B230NacHOCTE AaHHEX W MPO3PavHOCTE TPaH3aKUMA.
JeueHTpanM30BaHHEE BMpkM 0DecneYMBaHT MPO3PaYHOCTE AAHHBEX B MyOAMYHBX CETAX W Npo3paqHoc
Tb TPaHSAKLMI .
JeleHTpanM20BaHHEE BUpkM 00eCneYMBarT NMPO3PaYHOCTE A3HHBX B MyOMAM4HX CETAX W Npo2pasHoc
Tb TpaHzakumi.
JelueHTpanM30BaHHeE BupkM ofecneYMBaHT MPO3paYHOCTE AAHHBEX B MyOAMYHBX CETAX W Npo3paqHoc
Tb TpaH3axKumi.
JeueHTpanM20BaHHEE BUpkM 00eCneYMBarT NMPO3PaYHOCTE A3HHBX B MyOMAM4HX CETAX W Npo2pasHoc
Tb TpaHzakuwi.
lJeusHTpanu3oBaHHele Bupxy obecnedynBanT Npo3pavHOCThL AaHHLE B NyGAM4HLX CeTAX W Npo3padHoc
Tb TpaHZaxKumi.

Figure 4: An example of model "looping"

This loop is caused for several reasons:

o  Model overfitting

o A small value of the "temperature” parameter, which is responsible for the probability
threshold for predicting the next word (accordingly, if the temperature is too high, then everything
that is generated will be incoherent text), is set during text generation

o A small "window" for choosing the most probable words, also set during text generation
During the tests, the most optimal values of the parameters above were formed:

e  The number of epochs at which the generated text is human-readable is 1000

e The value of the "temperature” parameter was set to 0.8, since at lower values the model
began to "loop", and at higher values — to generate incoherent text



e  The value of the "window" for taking the most probable subsequent words by the model was

set to 40

Also, during training, it was customary to save and test the models every 100 epochs with a small step
decrease at small epoch values. Experiments on them showed that the model has not yet learned how to
normally generate text for exactly the topic that was laid down in the dataset, and it began to make
progress in the latter after the 800th era of training.

Due to the fact that the volume of the generated text was quite small, and the chosen subject area is
assistance to editors and copywriters, it was decided to filter the dataset by the number of words. 3000 was
taken as the extreme value. Thus, the number of articles in the dataset was reduced to 31686. The results of
testing the model confirmed our guess: the articles became longer and the coherence of the text inside
them increased. An example can be seen in Figure 5.

Hoebin kpunTobank Santandercoin Foundation sanyckaer
KPVUNTOBaNIOTHbIA MHAEKC AN1A YaCTHbIX TPeljepoB

B Poccum BaokueidH GyaeT peryNMpoBaTeCA B COOTBETCTEMM C dejepanbHbIM 3akoHoM. HoBbIN
WHAEKC NpefHa3HaueH AnA NPpoBedeHUA UCCNeA0BaHWA M NPeAnoXeHWA MHEECTOPaM W
MHBeCTOpaM. OH NO3BOANT MHEECTOPAaM NOAyunTh Gonee NoapobHyD MHGOPMALMID O PhIHKaX, Ha
KOTOPBIX OHW MOTYT OTKPBIEATE WM 3aKPBIEaTh MNO3MLMIM 1M HA OCHOBAaHWKW KOTOpOA DyayT
EbIBMPATECA HAMDONEE YAAYUHBIE MHBECTMLMOHHBIE PeLLEHWA,

Poccuiickve WHBECTOPEI CMOTYT NPUOBPECT MHASKCH! B Pa3MUHBIX CEPEMCaX KPUNToOMp,
KOTOpPBIE NPEAOCTABNRKT MHOOPMALWID O TOPrOBLIX CTRaTENMAX B PasNWMUHBIX CErMEHTEX DhiHKA.
WMHaexcel ByayT GOPMUPOBATECA Ha OCHOBE Tekyllel PEIHOUHOM CTOMMOCTY MOHET W MHAEKCa
WHAEKCOB, OCHOBaHHLIX Ha NMPOUSHTaX NpejnosKedns ModeT. Minaeke coctasut 100% ana
KPUNTOBANHOTHBIX akTWBOB, 50% Ana OyMakHbIX akTueoB, 50% Ana duaTtHeix 1 10% 4na UMOpoBLIX
AKTMEOB.

B COOTEETCTEMM C 3aKOHOM O LEHHBIX 6';.-'Marax B PoccMm MHAEKCHI He MOTYT CO348EaTECA Ha OCHOEE
TEK}’LLI,EH pt:lHD‘-IHDlﬁ CTOMMOCTA MOHET K MHAEKCA MHAEKCOE, OCHOBAHHbBIX Ha MpOoUeHTaX
NPesnoXxeEHNA MOHET. MHaeKCwl MOTYT ObiTh CO34dHbl TONBKO Ha OCHOBE TE!K:}’LLI,EH F3b|HO'—IHDlﬁ
CTOMMOCTM MOHET W MHAEKCa MHAEKCOE, OCHOBaHHbBIX Ha NPOUEHTaX NPEJNOMNEHWA MOHET. MHaekcel
MOTYT BriTh CO30aHbl TONBKO Ha OCHOBE TEK'_-I.-'LLI,EPG prHC-'-IHDﬁ CTOWMMOCTH MOHET M MHAEK S
WMHAEKCOEB, OCHOBaHHBIX Ha NPOUEHTaX NMPE4N0XKEHNA MOHET.

Figure 5: An example of text generation by a trained model

Also, during the application of Transfer Learning technology, we achieved improved results by
"unfreezing" as many layers of the model as possible, and then gradually decreasing this number.

5.2.2. Train the model to generate article titles

During the work, we decided to move by more generalization of the task: generating the titles of an
article on a given topic is a much narrower task than generating the entire text of an article. Thus, here we
used the developments obtained when training the model in the previous paragraph.

At first, a number of experiments were carried out to retrain the original Russian-language model with
titles from the datasets presented above, but after that an increase in the efficiency of the model was
noticed if the ready-made model was retrained for generating articles. Thus, it was already guaranteed that
the headings would be of a given subject, just this additional training regulated the length of the generated
text in the future.

Taking into account all the comments from the previous section, a dataset of titles was created. An
example of an excerpt from this dataset can be found in Figure 6.



QoTopenopTax C OOHOW M= KPYNMHEHWMX MaWHWHr -depm B KuTae

HTo Takoe GMTKOHH?

Kak OTKpETE BMTKOHH kowengk?

Latium - nony4eHue BecnnaTHsx GWTKORHOE

BTC China eeena Toproemw Litecoin ¢ Hyn=Eol KOMMCCMEN

EWTKOAH MMpaMuga MaTpU4YHOTO THNA

Latium - deHWKcC wam Tpyn?

CoinAcademy - nepeas OHNAlWH WKONa KPUNTOBANKT

06na4Helid MalHWHT Ha npumepe CEX.io

CemuHap no GWTKOWH B WHaww nobwn pekopod MOCEW3SMOCTH

EWTKOWH - 3TO OeHerM? Hugepnanos pewawT cygoeby BTC

JapaboTok GuTxciHOoE 22 obuweHwme Ha gopyme Letstalkbitcoin - wmHCTpyeuwMA
Apple Pay - NOBAWAST NWM HOBHIA MASTEXHEIA WHCTPYMEHT Ha DMTHOMH?
PayPal GyoeT npuHuMaTe GWTKoMH 4epez Coinbase

Dogecoin - cofaka He zapeTa. DOGE npofon#aeT HapaWMEBAaTe UEHY
CnuAHWe mMalHMHra Dogecoin c Litecoin — eTopoe gexanwe DOGE

Figure 6: An example of the appearance of a dataset for generating headers

And although service tokens are clearly invisible here, at the encoding stage, the line feed character
turns into a service token, according to which the titles are separated both during training and at the post-
processing stage during generation.

6. Experimental results

To test the learning outcomes, 2 networks were connected (the output of the model for generating titles
was the input for the model for generating articles) and launched for iterative generation of 500 instances.
In total, the process took about 2.5 days. Each final model weighed 1.5 GB and took some time at startup
to initialize.

Nevertheless, the results of the generation were thematic and easy to understand by a person, and 10%
of all articles did not require almost any editing at all. Thus, the task of training directly similar deep
learning models has been successfully completed. Examples of generated text are in Figure 7.

BnoKueiH n VICKyCCTBeHHbIﬁ HUHTe/I/IeKT
MpyuviHe! 338€pXxKK NPUHATIA PELIEHNA

Kak yxe rosopunacs, paspaboTka BAoKueliH-peienni CBA3aHa C MHOXECTEOM PUCKOE. ECn cucTema paBoTaeT HENPaBUIBHO 1 U3-38 3TOMO BOSHUKAKOT Npob/iemel, el BYAET CNOXHO BOCCTAHOBNTE
W3HAUANBHOE dYHKUMOHMPOBaHWE. OAHAKO B Cyuae C GUTKOMHOM Mbl MMEEM Lenbil PAL $aKTOROE, KOTOPbIE SHAUMTENEHO CHUXAKT BEPORTHOCTE oWwnbouHoro exibopa B Gyaywem.

QAHUM U3 TaKUX HaKTOPCE ABASTCA 33AEPXKKA NPUHATUR PEWEHUN, 0BYCNOBASHHAA TEM GaKTOM, UTO BONBLINHCTED PaspabOoTUMKOE W aAMWHWCTPATOROE BUTKOMHE A0 NOCNSAHETO BPEMEHN He
38/lyMbIBANMCh HAA TAKAMK BONpOCamMu.

Moueny 370 BaxHO? [lenc & TOM, UTO 38AePXKa NPUHATHUR PELUeHii CBA3aHa CO CKOPOCTBIO PEarnpoBaHua CUCTEMbI

YtoBkl 43Tk OTEET Ha TOT BONPOC, HEOBXCAUME CONOCTABNTE AGHHEIE O PASBUTHMM CHCTEMBI C AGHHBIMM W3 CYLIECTBYIOWX BAOKUEHHOE. Kak TONBKE B 2TO 0BNacTi NOABNAIOTCA HOBbIE paspaloTumky, nx
paboTa CTaHOBMUTCA MPUOPUTETHO 3aaauei.

Jns cpaBrenns, B CLUA Ha CerofHAWHMIA AeHs paspaboTumki 1 aAMUHUCTPATOPb! BNOKUEiHa HACUMTLIBAIOT OKOMO 2, 5 MAIH UeNoBeK. TakiM 0Bpasom, 3a[epskKka NPUHATAA PelleHni y BUTKOMHE 10/KHAE
COCTaBNATL OKON0 5% exeroaHo.

MonyyaeTcs, UTo Kaxaplfi AeHb A0 NOABAEHWA NePBbIX PELIeHNHA UK MX A0NOAHEHUS HeoBXOANMO NPOBOAWTL C YUETOM TOTO, CKOABKQ NtoAef HAXOAWTCA B TO MW MHOE BpeMA B cucTemMe: Kaxble 20 MUHyT -
A0 25 uenosek, kaxasble 30 MuHyT - Ao 30, kaxable 50 MUHYT - a0 70 yenosek.

Kax e 370 paboTaer?
Mpexae scero HeoBX0ANMO CONOCTABNTL AaHHBIE O PA3BMTUN CUCTEMBI C AAHHBIMM M3 CYLIECTBYIOWMX BIOKUEAHOE, 18 3T0r0, pasyMeeTcs, NOHAA0BATCA A0TONHUTEIbHbIE A3HHbIE,

B nepsyto ouepeas, HeobX0AMMO CONOCTAaBWTL AaHHbIe 0D PasBUTUM CMCTEMBI C AaHHBIMM M3 CyLLeCTBYOWMX 60KUeiHOB. 3T0 A0B0NLHO HENPOCTaA 3alaya, Tak Kak B HaCTOALIMA MOMEHT CyLIeCTBYeT OueHb
orpannueHroe uncno pabotaroumx paspaboTurkos. Bee onn paBoTaroT HaL PasnuHbIMA NPOEKTAMM, W HAMTW NOAXOAALLETC NPOrPAMIMKMCTA 15 OJHOM 1 TOA Xe PaspaboTki MOXET He Kax s,

Mockoabky BAOKUEH ABAAETCA CUCTEMOMA C OTPaHNYEHHbIM BPEMEHEM XPAHEHNA, ANA OOECTIEUeHIA BBICOKON CTENEHN KOHOUASHUMANBHOCTY HEOBXOAMMO MCIONB30BATE NPOBEPEHHbIE METOAbI:
WCMONb30BaTh 33WWPPOEaHHEIE GaiNkl M NCNOAB30EATE OTKPLITEIE KIKOUK.

[ANA CPABHEHNA, NP NOMOLUM TEXHONOTMI BNOKUSHAH CErOAHA MCNONB3YHOTER TONEKO B HECKONBKMX CTPAHAX MUpa. HO AaxKe eCK Bl XOTMTE MOAYUNTL AOCTYT K TAKUM A3HHEIM, KOTOPbIE XPAHATCA B
HECKONbKWX CTPaHAX, UX HEOBXOAMMO HaliTK B OTKPBITOM AOCTYNE.

Ecnu roBopuTe 06 MCnonb3yemom aaropuTMe Buibopa 3aaauu, To Hanbonee pacnpocTpaHeHHbIM ABNACTCA BhiBop 13 BOALLIOTO UXCAa AOCTYMHLIX B3PUAHTOB. B 3TOM Clyuas cUcTeMa NOCTORHHO YUUTEIEaET
MHEHUA MHOXECTEa YUaCTHWKOB, KOTOPLIE B UTOTE ONPeaenstoT Hanbonee BEPOATHLIM BAPUaHT PELUEHWA W TONOCYHT.

Figure 7: An example of generating a full-size article by a system of 2 models



Also, do not ignore the ability of the model system to generate special characters. Figure 8 shows
the ability to generate enumeration lists, and the model is capable of generating links.

Y Tether ectb wanc AOrHaThb Ethereum no KannTanusaygum

B Tether, nosxanyii, 0/iHa U3 CambIX KPYTbIX A€LI@HTPAM30BaHHbBIX KPUNTOBAKOT, OHAKO MO BEPCMM aHaaWTudeckoro pecypca CainDesk Market Report, 3a nocnervie gga roga o6bemsl Toprog
KpUNTOBaATaMy CHU3MAVCL Gonee uem Ha 10%. MpUUMHON TaMY OTCYTCTBME YCTOMUMBOrO TPEHAA Ha POCT, @ TaloKe 3HauuTenbHoe nadeHue obbema Topros B nepuog ¢ 22 mMapta no 10 anpens.

B uenom B ¢pespane peiHok Ethereum nNpoaeMOHCTPMPOBan yEepeHHbIf POCT, 0AHAKO B HACTORLLMI MOMEHT OH 3HAUMTE/IbHO NOTePAN PhIHOUHYH 10MH0 B 3kocncTeme Tether. 310 mosxHo ceazaTe ©
MPOACAXAIOWNMCA NageHrem UeHsl Ethereum W 3aMeaneHiem pocTa Kypca BUTKOKHE,

B panmkax NepevUHBIX NPeanoxeHni Ha Gupske Ethereum GBINM CO3AaHEI CNELMaNbHEIE MHCTPYMEHTBI, KOTOPEIE 0Becneunnn yCToiunBoe ABMKEHNE LEHE! K L&MW POCTa, OAHAKO B HACTOALLMA MOMEHT
CUTYaLMA MOXKET M3MEHUTLCS B XYALWYIO CTOPOHY, M 3T0 B NEPBYI0 0uepe/lb CBA3aHO C 3aMefNeHrieM passuTia MHdpacTpykTypel Tether M ApYrvMK BREWHWMI hakTopamu:

KoHKypeHLMs Ha peiHke Ethereum 3HaumMTeNbHO COKPATUNACK, OAHAKO B HACTOALWI MOMEHT y Ethereum ecTs Bee WaHckl BoMTV 8 TON-10 Hanbonee KaNMTaNM3MPOBaHHLIX KPUNTOBANIOT;

* 3HauMMBIM ypoBHEM noagepxky ana Ethereum pacnonaraet measexwii phiHOK UMGPOBOro 30n0Ta. OH HAaXOAMTCA NOA YTRO30M U MOXET 3HaUMTENBHO CHU3WTL LeHy akTvBa 10 YPOBHA » 100%> - ueHa %
©T roA0Eoro BBIT;

# B HaCTOALUMIA MOMEHT KPUNTOEAAKITEI TOPTYHOTCA NO UeHe 40 % OT rogosoro BB,

Takum oBpazom, no MHeHuio CoinDesk Market Report, Tekylwee Asrxerne Lerbl Ethereum npeacraenaeT cobolt nonsITky pocTa 40 % roA0BLIX, OAHAKO NOCAE AOCTHKEHNA LIEAW STOT NOKB3aTeNb MOXET
HECKOMBKO CHWU3WTLCA B obnacTe » 10%: - yposets % rogosoro BBM;

* HecmoTpsa Ha pocT B GeBpane pocTa, PbIHOK NO-NPeXHeMy HaX0AWTCA NOA YrPO30i CHUMXEHMA CTOMMOCTY aKTBa. 3TO MOXKeT BbiTh CBA3aHO C 3aMeeHMeM Pa3BUTUR MHGPaCTPYKTYPbl M POCTOM
MHO ALY,

B uenom peiHOK Ethereum za nocneanue ABa roAa NPOAEMOHCTPUPOBAN YEEPEHHBIFR POCT, OAHAKO B HACTOALLMA MOMEHT €ro KapTUHa HECKOABKO YXYAIMAACE, 3TO MOXET BbiTh CEA3AHO C 3aMeAneHnem
PasBuTUA MHOPACTPYKTYPbI U POCTOM MHOAALMM.

Figure 8: Demonstration of the ability of the model system to generate special characters

7. Integration of models with web application

For ease of use, it was decided to develop a web application that would be able to generate such articles
based on the user's input text, as well as an open REST API of the application to be able to use it through
other applications. In Figure 9, you can see the use-case diagram. The application is capable of:

e  Generate an article via Ul without entered text

e  Generate an article via Ul with the entered text (taken into account by the system as the title

of the article)

e  Generate titles via REST API

e  Generate article by title via REST API

e  Generate an article without the entered text via REST API

The application can run on any Linux-based machine, all environment parameters can be configured by
installing the specified required libraries for operation. Also, the code contains the internal logic of post-
processing of the text after generating the content. The visual interface of the application can be seen in
Figure 10.

Web-Application
- -- ==include=>

REST API article

generation '

User 1 q
L- ecincludes> ----f----3 Articie body

REST AP title genemation }--------—---- <<|ncludes> ------- 4

Figure 9: Use-case diagram of a web application

The application is a test one, and therefore it is very easy to overload the server: the generation of the
text will continue, but due to the resources consumed by another generation process, the speed of both will
be reduced.



GPT-2
Text

Enter title

Termperature

08

Top k

a0

Figure 10: Ul of web application

By default, the number of tokens for generating full-size articles is 500 tokens, and for titles it is 100.

8. Conclusions and Future Work

Experiments were carried out with the selection of pre-trained models. They ended with the selection
of a Russian-language model pre- trained on classical literature. Initial experiments were done at Google
Colab.

Next, a dataset was prepared: web pages were downloaded from the selected portals about IT topics
and then processed, as indicated in the article. Thus, the volume of text sufficient for training the model on
a given topic was provided.

Further training was deployed on Google Cloud TPU. Experiments were carried out to train models on
various datasets (changes in tags, number of articles, volume of text within an article), and some
generation problems were solved, for example, looping. Also, a web service has been developed for
interacting with the model.
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