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Abstract — The necessity of monitoring passive optical networks (PONs) is considered. It is shown that the monitoring task is im-
portant for preventing network downtime and faults, maintaining fault tolerance and security of information transmission in order
to provide the customer service with operational and reliable data on the current and forecasted state of a fiber-optic communication
line. The PON architecture is considered, and it is shown that for high-quality network monitoring it is necessary to implement
periodic polling of all available OLTs and tracking important indicators: detecting ONUs on OLTs that are not included in the ONU
database, or have been registered simultaneously on two OLTs. Algorithms have been developed that allow processing and output-
ting OLT data structured according to PON specifics: an algorithm for adding a new OLT and obtaining information about ONUs,
an algorithm for displaying information about ONUs in real time, and an algorithm for displaying information about client devices
in real time. It is shown that in the process of monitoring a PON, an important role is played by data obtained in real time, i.e. on
demand. The choice of SNMP protocol for management has been substantiated. The features of the SNMP protocol are analyzed.

Anomauyia — PospoOreno arzopummu, ki 00360A510Mb Annomayua — Paspabomanvr arzopummol, 10360AS10ULUE

00poorsmu ma eusodumu dani Optical Line Terminal, uo
cmpyxmyposani nid cneyudixy PON: areopumm dodasarimsl
106020 OLT i ompumarins indopmayii npo Optical Network
Units, arzopumm 6idoOpaxenns ingopmauyii npo ONU ¢
PeXUMI PearbHoz0 HaACY ma aA0pumm 6i000paxents indop-
Mauii npo KAIEHMCOKI NPUCHPOT 6 PeXUMI PearbHOz0 Yacy.
Ioxasaro Ppazmenm cmeopenns 0asu 0aHux Ha npuxAadi
OLT, w0 € 0cHO8HUM 00 €KMOM CUCTHEMU.

obpabamvisamv u evisodumv dannvie Optical Line Terminal,
cmpyxmypuposantvie 100 cneyuduxy PON: arzopumm dobas-
Aerus 1osozo OLT u noryuenus ungdopmayuu 06 Optical
Network Units, arzopumm omobpaxerus unPopmavuu 00
ONU ¢ pexcume pearvHozo speMery t AA0pUmm omoodpaxexus
UHPOPMAL UL 0 KAUSHMCKUX YCPOTICINGAX 6 PexKUMe PearbHOZ0
spemeriu. Tloxasan gpazmenm 6asvi dannoix Ha npumepe OLT,
SIBASIHOULUMCSL OCHOGHDIM 00DEKTHOM CUCTIEMDL.

Introduction

Network management is an important function, therefore, it is often separated from

other functions of control systems and implemented by special means. Constant monitor-
ing of a network is necessary to maintain it in working state. The first stage of control is
monitoring. At this stage, the procedure for collecting primary data on network operation
is performed. The tasks of monitoring are solved by software and hardware meters, test-
ers, network analyzers, built-in monitoring tools of communication devices as well as con-
trol system agents.

The technology of passive optical networks (PONs) is an economical way of provid-
ing broadband information transfer and is based on a tree-like fiber-cable architecture
with passive optical splitters on nodes [1]. The PON architecture has the necessary effi-
ciency of increasing network nodes and bandwidth depending on the current and future
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needs of subscribers. The stage of monitoring the state of the network is crucial, which will
reduce the time spent on troubleshooting in the network, and thus ensure its continuous
and high-quality operation.

The urgency of this issue is conditioned by the need to prevent downtime and faults
in the network, maintain the fault tolerance and security of information transmission over
the network, and provide the customer service with timely and reliable data on the current
and predicted state of the fiber-optic communication line.

I. Review of network diagnostic and monitoring methods

The existing methodologies for network diagnostics and monitoring are not suffi-
ciently precise and too abstract, implying that all the work on the analysis and adjustment
procedure is on the service personnel. For monitoring both large networks and simply
large-scale corporate local resources, there is an urgent task in universal automated search
and troubleshooting algorithms, which reduces the system administrators' labor costs for
servicing, identifying failures and troubleshooting.

In [2], hybrid neural networks for monitoring and predicting the state of networks
are considered. Such monitoring systems are successfully used in many segments of the
network and provide the desired results with low computational costs. However, in most
cases, the areas of application of hybrid neural networks as elements of monitoring, re-
mote control and administration systems are severely limited.

In [3], the principles of constructing sensor passive optical networks that implement
the concept of a single field of fiber-optic sensors based on hybrid wave and time multi-
plexing were analyzed. This approach allows to create spatially separated and multidi-
mensional sensor networks based on them, used in structural monitoring systems and
solving other problems.

The authors of [4] propose to use an optical reflectometer operating in the visible re-
gion of the spectrum to monitor the state of subscriber sites. The considered solution will
allow to sharply increase the frequency of the probing signals, to increase the number of
signal accumulations during the measurement.

The paper [5] presents an algorithm for automatic diagnostics and troubleshooting,
which analyzes the hosted network, decides or suggests alternative options in case if it is
impossible to resolve the emerged problem. The given algorithm was developed in
VBScript or JavaScript languages, which are simple and convenient for this purpose, and
there is also a ability to use written scripts in terminal programs.

II. Work-related analysis and problem statement

The central idea of the PON architecture is to use the main Optical Line Terminal
(OLT), which contains both Ethernet ports for connecting uplink channels and optical out-
put ports for transmitting information to a set of Optical Network Terminals (ONTs),
which are called Optical Network Units (ONUs), and receiving information from them.
The number of ONTs, which are connected to one OLT, depends on the power and maxi-
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mum speed of the receiving and transmitting equipment [6]. The main elements of the
PON architecture are shown in Fig. 1.
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ONU R/S . Optical Distribution Network Termination
NUn i :
Optical Unit
Network Unit

Fig. 1. Basic PON architecture elements

The direct flow at the optical signal level is broadcast. Each ONT subscriber node
reads address fields and extracts from this shared flow only the part of information in-
tended for it. All ONTs transmit in the return flow at the same wavelength and use the
Time Division Multiple Access (TDMA) concept. To eliminate the intersection of signals
from different ONTs, each of them has its own individual schedule for data transfer, tak-
ing into account the delay correction associated with the removal of this ONT from the
OLT.

Information on the number and state of ONUs during the process of adding a new
OLT should include: a list of SNMP interfaces connected to ONUs in the PON interface,
numbers of the PON interfaces, state of the uplink port of the ONU and its traffic, state of
other ONU ports.

Thus, for PON documenting and the convenience of monitoring its efficient opera-
tion, algorithms are needed that allow real-time processing and outputting OLT data,
which are structured to the specifics of PON and this OLT model.

Below are the algorithms developed by the authors to assess the state of the network.
The proposed algorithms are the basis for developing a control system and monitoring a
passive optical network.

III. Algorithm for adding new OLT and getting information about ONUs

For monitoring, a periodic poling of all existing OLTs and tracking of important indi-
cators are carried out: detection of ONUs on the OLT, which are not added into the ONU
database, or registered simultaneously on two OLTs.

To develop an algorithm for adding a new OLT and obtaining information about the
ONUs, it is proposed to use SNMP management. The protocol allows unified management
of equipment of different manufacturers, which works with different operating systems
and at different levels of the OSI model. Due to its simplicity and efficiency, this protocol
is used to manage almost any type of equipment and software of computer networks [7].

The architectural model of the Simple Network Management Protocol (SNMP) is a
collection of network management stations and managed network elements. At the net-
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work management stations, programs are executed that provide monitoring and control of
network elements - the so-called managers. A software agent is implemented in the net-
work agent. An agent in the SNMP protocol is a processing element that provides manag-
ers with access to the values of Management Information Base (MIB) variables hosted on
management stations of the network, and thus it enables them to implement device man-
agement and control functions.

The following elements are standardized in management systems based on the
SNMP protocol: agent-manager interaction protocol, MIB model description language and
SNMP messages (ASN.1 is an abstract syntax notation language [8]). In addition, several
specific MIB models (MIB-I, MIB-II, RMON, RMON 2) are standardized, the names of ob-
jects of which are registered in the tree of ISO standards.

SNMP is a request-response protocol, that is, for each request received from the
manager the agent must transmit a response. SNMP uses UDP datagram transport proto-
col, which does not provide reliable message delivery. The block diagram for adding a
new OLT and obtaining information about the ONUs is shown in Fig. 2.
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v
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Fig. 2. The block diagram for adding a new OLT and receiving information about the ONU
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At the first stage, important data about the new OLT is received from the user: IP
addresses of OLT, locations, community name, coordinates.

At the second stage, an SNMP request is sent to check whether the OLT is online and
responding to the request. After this request, all information about this OLT is recorded in
the database, but if the OLT is offline, then the flag “offline” is added. If the OLT is online,
an SNMP request is sent to get all the information on the ONUs that belong to this OLT.

The third stage allows to create an array of ONUs, in the cycle of which a check is
performed for each element in the array (for each ONU). After that, an SNMP request is
sent to receive all the information about a specific ONU and the ONU is recorded to the
database.

IV. Algorithm for displaying information about ONU in real time

In the process of monitoring the network, an important role belongs to the data ob-
tained in real time, i.e. on-demand. Fig. 3 shows a block diagram for obtaining information
about a specific ONU. The presented algorithm displays information about the signal lev-
els of the OLT-ONU and ONU-OLT as well as data on the distance of the OLT-ONU.

Getting ID of
ONU from HTTP
request

SNMP-request of searching
of interface to which this
ONU is connected

v

SNMP-request — checkinf if
ONU is online

Yes $ No

fi S?H\fﬂ’-r_equelst f(l)]f | Finding data on this

inding a signal, which INU | )

OLT sees from ONU CRN Mielatabane
and ONU from OLT

SNMP-request for
finding a distance
from OLT to ONU

Entry of updated data
on this ONU to
database

Getting ID of
ONU from HTTP
request

Fig. 3. The block diagram of the algorithm for displaying information about the ONU in real time
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At the first stage, a unique ONU identifier should be obtained from the HTML re-
quest. After that information about this ONU can be found by the given ID in the database
and the OLT, which this ONU belongs to.

At the second stage, having the IP address of the OLT, an SNMP request is made to
find the OLT interface to which this ONU is connected.

At the third stage, an SNMP request is made for a specific OLT interface and to check
whether the ONU is online. If the ONU is offline, then the data about this ONU is dis-
played in the database and is shown to the user with a notification that the ONU is offline.
If the ONU is online, an SNMP request is made for the signal level from the OLT to the
ONU and from the ONU to the OLT, and then the next SNMP request is made to find the
distance from the OLT to the ONU. If there is a change in the data, the new data is record-
ed into the database and displayed to the user.

V. Algorithm for displaying information about client devices in real
time

Fig. 4 shows the block diagram for obtaining information about the connected devic-

Receiving
ONU ID
from HTTP
request

es on the client side.

SNMP request for finding
an interface to which this
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!

SNMP-checking that this
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SNMP request for finding a Displaying

MAC address of devices on of data to

client’s side and VLAN, to user showing
which they belong ONU is
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Displaying of data
on a MAC address
of devices on
client’s side and
VLAN, to which
they belong, to user

Fig. 4. The block diagram of the algorithm for displaying information about client devices in real
time
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At the first stage of the algorithm, a unique ONU identifier must be obtained from
the HTML request. After that, the database contains information about this ONU, and then
there is an OLT, to which this ONU belongs.

The second stage aims to implement the following SNMP requests:

— arequest to find the OLT interface, to which this ONU is connected;
— arequest for a specific OLT interface and a check for the ONU being online.

If the ONU is offline, this information is displayed to the user. If the ONU is online,
then an SNMP request is first made to find the MAC addresses of the devices on the client
side and the VLAN, to which they belong, and then this data is displayed to the user.

VI. Creation of a database for solving the problems of monitoring a
passive optical network

To solve the problems of monitoring and controlling a passive optical network, a
database has been created based on the proposed algorithms.

In the framework of system analysis, the minimum necessary set of objects of the
subject area is identified. They are a User, an OLT, an ONU, and Signals History.

The database creation sequence is described using an OLT as the main object of the
system. The OLT belongs to a User and can have many connected ONUs.

The OLT has the following relationships:
- "one-to-many" with the ONU entity (one OLT has many ONUs);
- "one-to-one" with the OLT (one ONU belongs to one OLT);
- "one-to-one" with the User (one OLT belongs to one User).
Some OLT entity attributes and their data types are shown in Table 1.

Table 1. Some OLT entity attributes and their data types

Attribute Data type Description
id UUID (Universally Unique Unique identifier of the object
Identifier)
user_id String Unique identifier of the User to whom
the OLT belongs
ip String IP Address of the OLT
place Text Location of the OLT
last_activity Timestamp OLT Last Online Date
stp_count Integer Stp number

A fragment of the database on the example of the OLT entity as the main object of the

system is shown in Fig. 5.
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Fig. 5. A fragment of the database on the example of the OLT

An example of the operation code that corresponds to checking the input data, creat-
ing an OLT, recording to the database and finding information about the ONU is shown in

Fig. 6.

1- class 01t

2+ class Create < Trailblazer::Operation
3 include Model

4 model 01t, :create

5

6~ contract do

7 property :user_id

8 property :ip

9 property :place

10 property :read_only_community

11 property :write_community

12 property :last_activity

13 property :latitude

14 property :longitude

15 property :comment

16 property :sfp_count

17 end

18

19~ def process(params)

28 user = params[:user]

21 contract.user_id = user.id

22~ validate(params['olt']) do |f]

23 f.save

24 alive = SnmpRequest.check_olt_alive{model)
25 model.last_activity = alive 7 Time.now.utc : Time.new(2008, 1).utc
26 model.save

27~ if alive

28 Onu::CollectAllOnusInfo.(olt: model)
29 end

38 end

31 end

32 end

EE] and

Fig. 6. Example of the operation code for creating an OLT

L.S. Derevianko, L.O. Tokar, Y.O. Krasnozheniuk

< 120 >


http://pt.nure.ua/24
http://pt.nure.ua/
http://pt.nure.ua/authors/derevianko/
http://pt.nure.ua/authors/tokar/
http://pt.nure.ua/authors/krasnozheniuk/

Peer-review e-journal

. Ry Ne1(24) ° 2019 p://pt. .
«Problemi telekomunikacij» *Nel(@d) i hitp:llptnurena

Conclusions

Network management is an important function for maintaining a network in the op-
eration state. Monitoring issues are resolved by providing the online customer service
with reliable data on the current and predicted state of the network. It is shown that the
operability of PON elements is provided due to timely monitoring using effective proto-
cols and procedures. It was analyzed that to ensure the documentation of PON, algorithms
are needed that allow processing and displaying OLT data structured according to the
specifics of PON.

The algorithm has been developed for adding a new OLT and obtaining information
about ONUs. It is considered that during the monitoring process, the system periodically
checks important indicators of all available OLTs. The procedure for adding a new OLT
and retrieving information about the ONU uses SNMP management.

It is shown that the use of the SNMP protocol for the development of the ONU state
algorithm with the basic MIB-I and MIB-II standards for control information databases is
focused on obtaining information on the operation of network elements and on collecting
detailed statistics. The protocol allows unified management of equipment of different
manufacturers working under different operating systems and at different levels of the
OSI model.

The algorithm for displaying information about the ONU in real time has been de-
veloped. It is shown that in the process of monitoring the PON network, data obtained in
real time, on-demand, have an important role. The presented algorithm displays infor-
mation about the signal levels of the OLT-ONU and ONU-OLT as well as data on the dis-
tance of the OLT-ONU.

The algorithm for displaying information about client devices in real time has been
developed. It is shown that information about client devices contains an ID with an HTML
request, the MAC addresses of the devices on the client side, and the VLAN, to which they
belong.

Based on the proposed algorithms, the creation of a database on the example of the
OLT, which is the main object of the system, is considered. The minimum necessary set of
objects of the subject area is allocated, an example of the operation code for creating an
OLT is presented.
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