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LSTM NETWORKS FOR ANAEROBIC DIGESTER CONTROL

Purpose.To study the possibility of use of artificial intelligence systems based on neural networks for the
improvement of the efficiency of the biogas production in the anaerobic digester by optimization of the nonlinear
control system.

Methodology. Mathematical modeling and computer simulation for building an adaptive control system based on
neural LSTM network and reinforcement learning. The study of the learning convergence of the neural network based
on a non-linear mathematical model of the technological process.

Findings. The performed computational experiment showed that the learning convergence could be achievedafter
600 episodes in a model with two control channels and four measurement channels.It also proved the efficiency of the
proposed adaptive control system for the program model of the technological process. The results confirmed the
ultimate possibility to use this approach for biogas production control in the anaerobic digester in the real world
settings.

Originality.It is shown that the task of controlling the biogas production in the anaerobic digester can be solved
based on the reinforcement learning approach implemented for a continuous nonlinear dynamic system. The system can
be implemented as two neural networks in the actor-critic architecture. To build the module of critic and the module of
the controller of the adaptive control system, it was proposed to use the neural network architecture based on a special
type of recursive neural network called LSTM neural networks, which were not previously used to control the
production of biogas in the anaerobic digester.

Practical value. The proposed method for constructing a control system for the anaerobic digesters will lead to an
increase in the efficiency of biogas production as an alternative renewable energy source. Expansion of the scope of use
of anaerobic digesters will also have a significant impact on solving the problem of utilization of industrial and

household human waste.

Keywords: processcontrol,anaerobicdigestercontrol,

adaptivecriticsystems

1. Introduction

The search for alternative energy sources makes
the production of biogas in the anaerobic digester as a
renewablefuel increasingly important. The biochemical
process enables conversion of complex organic
materials in digesters into a clean renewable energy
source - biogas. Recent research hasdemonstrated the
great potential of biogas not only as a fuelbut also as a
product for processing various types of waste [1].

However, the creation and maintenance of the
necessary technological process in the anaerobic
digester is not an easy task and requires new solutions.
Due to the complexity of the biogas production process
and the simplified control system, the anaerobic
digester usually works below their optimal
performance. In addition, the prevailing use of PID
regulators for production parameterscontrol makes the
process of biogas production inefficient - practically,
on the edge of economic feasibility.

Today, there is a need for an adapting
monitoring and optimization system for fitting the

reinforcementlearning, neuralnetworks, LSTMnetworks,

parameters of the biogas production process and the
composition of the fermented substrate. Existing
systems use predictive control schemes, which are
ineffective in a dynamic production environment.

In this paper, we propose a solution, which
helps increasing the efficiency of sludge processing in
the anaerobic digester. The idea is to create an adaptive
control systemaimed at increase ofboth the biogas
yield and the methane concentration in it. The
successful operation of such system would create the
conditions for the economically feasible introduction
of biogas production technology to alternative energy
and waste disposalsystems.

2. Related work

The anaerobic digester (Fig. 1) is a continuous
chemical anaerobic reactor designed to produce biogas
by microbiological desorption of organic substrates. A
mixture of raw substrates and biologically active
sludge is fermented [2].

The conversionof the substrate loaded to an



anaerobic digesterinto biogas can be performed under
two different temperature conditions: mesophilic
fermentation is carried out at the temperature of 30-35
° C, and thermophilic fermentation at the temperature
of 50-55°C.

Each type of fermentation corresponds to a specific
type of bacteria. Bacteria are very sensitive to
temperature. A change of temperature by several
degrees can lead to a change in the dominant type of
reaction from the methane reaction to the acid
fermentation.
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Fig.1. Functioning of the anaerobic digester:1 -
heating with the steam, 2 - the substrateload, 3 —biogas
output, 4 - draining sludge, 5 - mixture for
fermentation

The anaerobic digesters in the thermophilic process
use the flow scheme. Raw materials are heated withthe
superheated steam by a steam jet injector. Temperature
is the most important parameter that can be controlled
in the fermentation process. Thus,most of the other
parameters are usually not analyzed.This leads to an
ineffective work of the digester. Among the other
important parametersare:

- the amount of fats, proteins, carbohydrates, as
well as the humidity and the temperature of the loaded
substrate;

- theacidity;

- biochemical oxygen consumption of the incoming
and purified fluid;

- loading speed of theanaerobic digester;

- mixing speed;

- steam temperature and pressure;

- gas pressure in the anaerobic digester.

Knowledge of these parameters allows taking into
account the features of the biochemical reactions and
adjusting the mode of the digester's operation.

Mathematical modeling of biochemicaland physical

processes occurring in the digester is quite difficult to
implement [3, 4]. The process ischaracterized by
significantly different dynamics for the control
channels of temperature and gas flow, concentrations
of liquid and solid ©phases. In addition,
bacteriainvolved in the synthesis of methane use
mechanisms, which are still not sufficiently
understood.

There have been attempts to build digesters™ control
systems aimed at optimization of thebiogas production
[5, 6].The control schemes proposed in the
correspondent papers use control with prediction. Such
approach requires a preliminary identification of the
control object, which can lead to inefficient control if
the conditions have changed.

Control modules of the dynamic systems for which
a formalized model cannot be created, machine-
learning methods, in particular, neural networks are
successfully used.

Neurocontrol is a methodfor adaptive control.
Initially, the classical multilayer network and
correspondent supervised learning methods were
proposed for the direct control of the object. The best
control results were obtained when using multilayer
networks with delay lines.

Despite their popularity, these classical methods do
not work optimally with modern biogas production
systems. The reason is the highly non-linear nature of
the control object, which is inflicted by the uncertainty
of external factors. This also increases the complexity
of the control problem.

An interesting approach is to use reinforcement
learning of neural networks for both discrete [7] and
continuous [8] systems. The effectiveness of this
approach is provedby modeling. This approach can
also be used for our task of the digester control.

Recently, new solutions based on recurrent neural
networks that model, the human brainfunctioning more
accurately, have appeared in the field of artificial
intelligence [9].

LSTM networks (Long short-term memory units)
are a special kind of recurrent neural networks. They
are relevant due to the highspeed of learning and the
ability to memorize long-term dependencies. This
allows using them effectivelyfor dynamic systems
control.

However, the possibilities of using LSTM networks
for adaptive control of the anaerobic digester with the
help of the reinforcement learning approach have not
yet been studied. This publication is aimedat thestudy
of this approach and is organized as follows. In
Section 3 the goals and objectives of the research are
given. Section4 contains the main theoretical
prerequisites solving the problem of adaptive control
based on LSTM-networks. Section 5 considered the
structure of the proposed system. In Section 6 a
simplified model of the control object is shown, the
figures describe the characteristics of the learning
process. In Section 7 the results are discussed.



3. Goals and objectives of the research

The aim of the work is to study the possibility
ofLSTM networks useforadaptive control systems as
an enabler of biogas productionincrease in an
anaerobic digester.

The following tasks were formulated to achieve this
aim:

- to determine the appropriate methodsto solve the
control problemin continuous technological processes
that cannot be precisely mathematicallymodeled and
are characterized byuncertainties of the initial
conditions and external factors;

- to explore possible options and justify the choice
of the type of neural network control system;

- to suggest a structure and a procedure for setting
up (learning) of the control system and a scheme for its
implementation;

- to model the control system for biogas production
in theanaerobicdigester based on the actor-critic model
using LSTM neural networks and to confirm the
fundamental possibility of using control systems of a
new type for biogas production in the
anaerobicdigester.

4. Theoretical background

In this paper, we describe an adaptive system
controlledby intelligent agents [10]. They learn to
make decisions in the changing conditions of the
biogas production process.Intelligent agents
utilizetheunsupervisedlearning  strategyin  orderto
choose random actions (orsequences of random
actions) and the assessment of the particular action
quality.

Using randomly selected actions and accumulated
“experience”, an agent eventually elaborates a
predictive model of the system. To assess the quality of
agent's actions, some feedback that separates the “bad”
actions from the “good” ones is needed. Systems of
this type, implemented as programmable units are
already well known [11, 12].

This approach to the strategy elaboration based on
reward is described for the method of optimal
strategies definition in a discrete Markov decision
process (MDP) [10]. The optimal strategy is an agent's
behavior strategy that maximizes the expected total
reward. However, unlike the discrete Markov model,
the problem of control of the anaerobicdigester is
continuous; moreover, there is no complete model of
the dynamic system. Inaddition,
therewardfunctionisunknown.

Similarly to optimal control, reinforced learning
algorithms, minimize the cumulative sum of costs for a
given timehorizon. In the system,described in this
paper, optimal control actions are generated at the
training stage during the process of trial and error in
direct interactionwith the anaerobicdigester.Artificial
neural networksare chosen as a learning modeladapting
to the control of a nonlinear multidimensional dynamic
system.

4. 1. Reinforcement Learning

Reinforcement Learning (RL) is a computational
approach for sequential decision making under
uncertainty.

Fig. 2 shows the interaction between the agent and
the environment: the agent takes an action that changes
the state of the system and receives a scalar reward
signal from the environment. The RL algorithm
attempts to maximize the cumulative reward by
studying the unknown environment during the process
of trial and error.
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Fig.2. The basic idea of the reinforcement learning

The Markov decision process for a discrete system
formalizes the interaction between the agent and the
environment. It possesses the following basic
components:

s € S: state space

a € A: action space

r € R: reward obtainedafter the transition from the
current state to the next one.

7 (a | s): a strategy mapping the state s to action a.
Usually,a stochastic strategy is used, but deterministic
strategies can also be used.

P (s, r | s, a): transition probability distribution,
which defines one dynamic step. It is the probability
that the environment will return the reward r after the
transition to the next state s_ from state s after action a.

The process can be considered an interaction of an
agent with the environment at discrete time stamps, t =
0, 1, 2, 3, .... At time stamp t, the agent evaluates the
state of the environment s,, which is the argument for
thechoice function of the action a,, availablefor this
state. Evaluation of the reward r, allows finding the
accuracy of the strategy at the next step.

For each value of step t, the agent refines the
mapping © (a | s) by changing the probability of each
action selection. Thus the agent creates a strategy by an
iterative procedure, which is called reinforced learning.
The  strategygenerationallows  maximizing the
cumulative amount of reward. This process is
formalized as the Gt rewards function.

The goal of the RL agent is to learn the optimal
policy that maximizes the expected amount of G
rewards:

Gy = Ty T T Tz + .. FTan. (D



The goal is to use reward information to determine
the expected utility. The utility is defined as the
expected amount (possibly decreasing over time) of the
obtained rewards if the agent follows the strategy =.

In order to simulate the amount
decrease(discounting), the amount is usually weighted.
Adiscount factor vy (0 < y < 1) is introduced to
determine the current value of the reward. In case of
the discount, the total reward is determined by the
equation (2).

G, = 14 tyren + yzrt+3 +.... (2)

With y = 1, the total reward is the sum of the
rewards at each step, and with y = 0, if only the
lastreward is estimated.

The choice of the intermediate value y makes it
possible to adjust the confidence of the estimation. The
estimated function (3) can be introduced as the
mathematical expectation of the total reward. This
function estimates the expected total return of G,
starting from a certain state s after applying the =«
strategy.

Va(s) = Ex [Gels ]. )

The basic idea (3) is that the function takes the
optimal value of v, *, when the optimal strategy ism*.

This problem's solution is based on the classical Q-
learning algorithm. The algorithm is based on a virtual
table (Q-tables) in which the reward for each possible
action is recorded for each possible state.

Learning, in this case, means choosing an action
according to this table (with some randomness
introduced) and adjusting it after reward obtaining.
This formulation and thetechnique goes back to the
Bellman dynamic programming method. Neural
networks can solve this problem.Great opportunitiesof
such algorithms are proved by the Deep Q-Network
(DQN) system [13].

This approach isused for discrete systems with a
finite number of states and actions, which isthe main
disadvantageof it. Attempts to break continuous
intervals into a finite number of subintervals
causenumerousproblems.The problem of
dimensionality of the obtained table is one of them,
though not even the most challenging one.

Reinforcement learning can be applied to
continuous modelswith the parametrized strategy
space. Thus,the RL problem is converted into an
optimization problem for the objective function J (8)
according to the strategy m (0)

In this case, it is possible to use gradient methods,
which gives certain advantages compared with the
stochastic choice of strategy for the evaluation
function. A known method of this type is the
REINFORCE method [14]. The REINFORCE method
requires the gradient strategy to the objective function J
(0). For example, a strategy can be represented by a

neural network, its weights are the parameters of the
strategy, the input signal is the current state, and the
output is equal to the probability of an action choice. If
0 is the vector of strategy parameters and J is the
performance of the corresponding strategy (for
example, the average reward per step),then the
parameters  areadjusted  proportionally to  the
gradient (4) in case of the gradient strategy.

AO=at 4)
A neural network model with 0 parameters can be
used as a parameterized model for determining a
stochastic or deterministic strategy. In [15], a neural
network system based on a deterministic gradient
policy (DDPG) for continuous spaces was proposed.
The principle of dynamic programming in this case
requires usingtwo separate cycles: the agent training
cycle and the critic training cycle. In the agent cycle,
the neural network learns to approximate the optimal
control signal. The critic learns to optimize the
function J (t).Methods of adaptive critic are based
mainly on thegradient strategy. They allow
approximating the model of the control
systemimplicitly through the generation of reward
values. The adaptive critic system consists of two
neural modules: the control module (actor) and the
critic module. In the control module, the learning
process is reduced to minimization of the functional
cost J(t). The critic module calculates the
approximation of the cost function. Thus, in actor-
critical methods, an actor is built as a neural network
with a parametrized strategy, and the critic is a neural
network with a parameterized estimate of rewards.

4. 2. LSTM neural network

Classical multilayer neural networks are very
slowlearners, which is critical for control tasks There
are two main reasons for this:

1) The computing resources of modern computers
are still insufficient for learning by back-propagation,
especially when networks have several layers and a
large number of hidden nodes.

2) The problem of the vanishing gradient: the error
gradient decreases from layer to layer during backward
propagation, which leads to a very long learning
process.

Moreover, classical multilayer neural networks are
not adapted to remember information, which is one of
their weaknesses.Recurrent neural networks (RNN) are
aimed at overcoming this weakness: they contain
cycles that are allowed to store information.

RNN is similar to the classical neural network if
one would trace its work in time. The neural network
element receives some value x asits input and returns
the value / after conversion.

The cycle uses the output Ahalong with the
consequent value of x in the next conversion step (Fig.
3).



Fig. 3. The recurrent network cycle: X, - a sequence
of inputs, h, - a sequence of states

In fact, the recurrent network can be transformed
into a sequence of multilayer neural networks that
transmit information to subsequent layers, as shown in
Fig. 4.

OO

Fig. 4. Expanded recurrent network: x; is a sequence of
inputs, h; is a sequence of states.

This chain shows that recurrent neural networks are
designed to work with sequences and lists. RNNs are
relevant architectures for use in control systems where
the sequencesof signalsare preciselythe most important
issue for generating control actions.

Recently, such networks have been considerably
successfulinmanyapplications of artificial intelligence,
such as NLP, image and speech recognition, machine
translation and others.

Such success was essentially facilitated by the
emergence of LSTM (Long short-term memory)
networks — a specific type of recurrent neural networks
that work better than classical multilayer networks in a
large number of tasks. Long-term memorization of
information is an important feature of LSTM
networks.Almost all known breakthroughs in the field
of artificial intelligence have been achieved using
LSTM networks.

LSTM networks solve the vanishing gradient
problem by adding three gates into the neural cell
architecture (input gate, output gate, forget gate). Their
task is to use memory of the past states effectively.

LSTM networks have a four-layer, specifically
organized structure(Fig. 5).

x(k)

Fig. 5. LSTM scheme used in a recurrent neural
network

The following chain can formally describe the
LSTM computational scheme:

fk) = o(W; [h(k-1),x(k)]+ by) forget gate

itk) = o(W;[h(k-1),x(k)]+ b;) input gate

o(k) = o(W, [h(k-1),x(k)]+ b,) otput gate

)

Ci(k) = tanh(W_[h(k-1),x(k)]+ b.) input state

C(k) = f(k)C(k) +i(k)Ci(k)cell state

h(k) = o(k) o(C(k)) hidden state,
where k is the step number, x (k) is the input vector, A
(k) is the output vector, C (k) is the state vector, f
(k),i(k), o(k) are thegate vectors.W; W; ,W, W.re
matrices of weightsand b; b; , b, b.are biasesfor
forget, input, output, and cell
elementsrespectively,o (‘)is a sigmoid activation
function for input, output and forget gate, tanh (- )is the
activation function for the state of the memory cell
based on the hyperbolic tangent.

Information memorizationin LSTM networks is
implemented by the variable of the cell C (k) state. The
state of the cell is transferred through the entire chain
of calculations. In some cases, the information may
pass with little or no change. The gates values regulate
the ability of the network to add or remove information
in the cell.

These advantages of the LSTM network can be
used to control the operation of the digester. Networks
with such an architecture are trained faster than
classical back-propagation networkssince they have no
vanishing gradientproblem.

Additionally, it is very important that they are
adapted for storing sequences, especiallyfor dynamic
systems which operate withthe output signal as the
result of the sequence of input control signals.

5. Structure of the anaerobic digester control
system based on reinforcement learning

The proposed reinforcement learningdriven control
systemfor the anaerobic digester controlconsists of two
LSTM networks, one for the actor and one for the
critic. In fig. 6 the RL architecture of interaction
between actor and critic controllers is shown. Several
steps are performed to monitorthe state.

First, the controller gives out a set of control
actions. The actor calculates the output of the control



action after observing the state. The critic calculates
the value of the reward function. This value is used as a
baseline for updating the critic strategy gradient.
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Fig. 6. The implementation of reinforcement learning

Fig. 7 shows a diagram for the reinforcement
learning system in the mode of the objectcontrol. The
controller receives the vector of the current reference
signal r (k + 1) and the state vector S (k), which is a
sequence of the last outputs of the system {y(k), y(k-1),
.., V(k-N)}. The neurocontroller generates a control
signal u(k), consequently the control object generates

the output y(k +1).
J 10
LSTM critic unit

yik+1}

>

rtk+1) LSTM
neurocontroller
Control

u(i) object

Fig. 7. Implementing control in reinforcement learning

The neural control system learning isperformed on
the model of the object (or on the real object) and
includes simultaneous learning of both the critic
module and the control controller. The critic module
learns by changing its weights according to the
gradient descentmethod. The weights of the controller
are adjusted by the same scheme.

The training procedure continues until either the
steps limit is reached, or the sufficient control quality is
achieved.

6. Simulation of anaerobic digester control based
on actor-critic model

To test the possibility of building a biogas control
system in a digester, computer simulation of the
technological process was carried out. An adequate
biogas production model had to be chosen.

Analysis of classical mathematical models of the
kinetics of biochemical processes has shown that the
model of enzymatic reactions described by the Mono
equations can be used.According to it, the simplest
closed system of kinetic equations for a flow system

can be represented as follows [6]:

dX 0
X - =X,

a "y

ds 0
22— XY Z(S)
=Y 2 (SrS)
ar _g

(Tr-T) +Gu (6)
da VvV

H= Hinay [(17K/S)
Ly =0.0137-0.129,

where S is the concentration of the substrate, X is the
concentration of sludgein the digester, O is the flow
rate, V is the volume of the anaerobicdigester,Syis the
concentration of the incoming substrate; Y, is a
coefficient showing the amount of the absorbed
substrate used for biomass creation, uis the specific

growth rate of the substrate, £, is the maximum

specific growth rate of the substrate corresponding to
the maximum saturation level, X is the constant of half
saturation, Gu is the heating intensity.

The gas yield can be described in terms of growth
rate and gas yield factor Y,:

G =QY,puX. ©)

We performedcomputer simulation ofthe critic
learning in the actor-critic system and the
implementation of the control action according to the
abovementioned scheme. In the simulation, we used
the values of variables for the thermophilic process
from Table 1.

Table 1. Parameter values for simulation the
conditions of operation of the anaerobicdigester

Parameter Value

K 1458
0 300
S 300
S0 9000
T 55
T0 30
vV 3000
X 0.5
Y, 5.75e-5
Y, 3.045
1 1

7. 0.521

For this model we chose the heating intensity Gu
and the flow rate of the substrate in the digester QO as
the control actions.

For the simulation,we used TensorFlow, An open
source machinelearning library for research and
production developed by Google. This library includes
modules for working with various types of neural



networks.
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Fig. 8. Curveof the learning process: on the X axis - the
step number (time), on the Y axis - the level of reward

The computational experiments showed the
convergence of the learning process (Fig. 8). The test
results showing the process of changing the biogas
yield for the model with thelearning control system
areshownin Fig. 9.The resultsprove the fundamental
possibility of the proposed system application to
control of the process of biogas production in the
anaerobicdigester.
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Fig. 9. Curveshowing gas output after training: on
the X axis - the step number (time), on the Y axis - the
calculated level of the gas output.

7. Discussion of research results for based on
LSTM networks control system

As a result of the learning of the proposed biogas
production control system in the digester, it is shown
that an increase in the efficiency of the technological
process can be achieved through the use of an adaptive
system of multidimensional regulation. This system
can be built based on neural network control using
deep learning networks that have recently
demonstrated great results in many areas of artificial
intelligence.

It is shown that for dynamiccontrol systems the use
of LSTM networks is preferable comparing to classical
multilayer networks.

It has to be mentioned that the mathematical model

of the technological process was essentially simplified.
The aim was to provethe concept and verifythe
ultimatepossibility of the proposed control system use.
The choice of real-world control actions and
measurable process parameters is possible only in the
course of a full-scale experiment,whichis not the goal
of this research. However, the obtained result prove the
possibility and effectiveness of the proposed approach
to building an adaptive control system. The proposed
system will provide an increase in the efficiency of the
anaerobic digester, which allows solving the problem
related to alternative energy production and utilization
of household and industrial wastes.

Further improvements of the proposed control
system are related to the experiments with the extended
mathematical model of the process.

Conclusions

1. The proposed structure of the biogas production
control system in the digester allows using adaptive
optimal control methods for complex technological
processes that do not have an accurate description of
the mathematical model and are characterized by high
uncertainty of the initial conditions and external
factors. There are more than 10 possible parameters,
measured as process states, is than 10, the number of
control channels depends on the complexity of the
equipment of a particular digester and can vary from 2
to 10. In this case, the state parameters are in the
nonlinear mutual influence.

2. It is shown that the problem of control of the
biogas production in the anaerobic digestercan be
solved by reinforcement learning driven approach
implemented for a continuous dynamic system. Unlike
the classical approach for systems with a discrete state
space. The system can be implemented as two neural
networks in the actor-critic architecture. The neural
control system includes two neural networks modules:
the module of critic learningand the module of
controller learning.

3. A special type of recursive neural networkcalled
LSTM neural networks are proposed for the first
timefor control of the biogas production in the
anaerobic digester.

4. Computer simulations confirmed the possibility
of this approach implementation for an adaptive
control system of biogas production in ananaerobic
digester. We achieved the convergence of the learning
process for 600 episodes on a simplified model with
two control channels and four measurement
channels.We also proved the possibility of subsequent
extension of the model without fundamental
reorganization of the control system.
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Pedepar

Heaw.lccrnenoBanre BO3MOXHOCTH PUMEHECHUS
CHCTEM HCKYCCTBEHHOTO HHTEJUICKTa Ha OCHOBE
HEHPOHHBIX ceTel ISl MOBBIMIEHUS d()(HEKTHBHOCTH
TEXHOJIOTHIECKOTO IpoIiecca MPOU3BOCTBA Onorasa B
METAaHTEHKE IyTeM  ONTUMM3alUd  HEIMHEWUHOH
CHCTEMBI yTIPaBICHHSL.

Mertoauka.MareMaTHyeckoe ¥ HMUTALIMOHHOE
KOMIBIOTEPHOE MOJCIMPOBAHUE I  MOCTPOCHUS
CHUCTEMBbI  QJIalITUBHOTO  YIPABJICHUSHA  OCHOBE
HeifponHoit LSTM ceTu ¢ KMCHOIB30BaHUEM METOJOB
00yueHUs c MOJIKPEIIIICHUEM.
HccrmenoBannecXoAuMOCTH  Tpoliecca  OOydYeHUs
HEHPOHHOM ceTH Ha HeTWHEHHOW MaTeMaTHYeCKOn
MOJIENIH TEXHOJIOTUIECKOT0 IIpoIecca.

PesyabTarsl.lIpoBenennsrit BBIYUCIIUTEIIbHBIN
SKCHEPUMEHT  IOKa3al  CXOOUMOCTh  IIporecca
obyuenmsza 600 »MH30MOB Ha MOIETH C JIBYMS
YOPaBISIIOIIAMHI  KaHaJlaMH H  YeTHIPbMsS KaHAJTaMH
n3MepeHust U 3QGEeKTUBHOCTD pabOThI MPEIOKCHHON
aJaTUBHON CHCTEMBI YIPABJICHUS AJIS MPOTPaMMHOMN
MOJICI TEXHOJIOTHYECKOro mpoiecca. I[lomydyeHHbIe
Pe3yIbTATHI MOJTBEPIKIAIOT MPUHIUIHATBHYIO
BO3MOXKHOCTh HCIOJB30BaHUS 3TOT0 TOAXONA JUIS
YIOpaBJICHUS PEaJbHBIM IPOIECCOM IPOU3BOJICTBA
6norasza B METaHTCHKE.

Hayuynass  HoBu3Ha.llokazaHo, u4TOo  3agaua
YOpaBJICHUS TOIydeHHEM Onoraza B MeETaHTEHKE
MOXeET OBITH pellieHa Ha OCHOBE TOJX0Ja OO0y4YeHHS C
MTOJIKPETITICHHEM, PEaTU30BAHHOTO Ui HETPEepPHIBHOM
HEIWHEWHON  OWHaMu4deckoil cucreMbl. Cucrema
MOXET OBITh pealli30BaHa B BUJC JBYX HCHPOHHBIX
ceTell B apXUTEKType akTep-KpuTuk. /s moctpoeHus
MOIyJsl KPUTHKH U MOIYJsS HEHPOKOHTpoIUIepa
CHUCTEMBI  aJalTUBHOTO YIPABICHUS MPEIIO0KECHO
UCIONB30BaTh APXUTEKTYPY HEHPOHHON CceTH Ha
OCHOBE CIICIMANEHOTO BHJIA PEKYPCHUBHOW HEHPOHHOM
cetn — LSTM HeHpOHHBIX CETei, KOTopas paHee He
HCTONB30BaNach [UIS YIPaBICHHUS IPOHU3BOACTBOM
6norasza B METaHTCHKE.

IlpakTnueckas 3HauumocTh. IlpemnoxenHas

METO MTOCTPOCHHS CHCTEMBI YIpaBJICHUS
METAaHTEHKOM MIPUBEICT K [OBBILIEHUIO
3¢ HEKTUBHOCTH MIPOU3BOJICTBA ouorasa KaK

aJbTEePHATUBHOTO B0O300HOBIIIEMOI0 HCTOYHHUKA
SHEPTUHU. Pacuupenue chepsr MIPUMEHEHHUS
METaHTEHKOB TaKXX€ OKaXKET CYIIECTBEHHOE BIUSHUE
Ha PEIICHHUE MPOOJIEMBl YTIIU3AINMH TPOMBIIUICHHBIX
1 OBITOBBIX OTXOJIOB JKH3HEACATEILHOCTH YeIOBEKA.

KiioueBble cjioBa: ympaBieHHWE TIPOIECCOM,
yIIpaBJICHHE METaHTCHKOM, oOydeHune ¢
MOJIKpeIIeHreM, HelpoHHbIe ceTH, cetd LSTM,
CHCTEMBI AJANITUBHON KPUTHKH

Pedepar

Mera. Jlocni/DKCHHS MOMJIMBOCTI 3aCTOCYBAaHHS
CHCTEM MITYYHOTO IHTENEKTy Ha OCHOBI HEHPOHHHX
Mepex JUTST ITi IBUTIICHHS e(eKTUBHOCTI
TEXHOJIOTIYHOTO TMpollecy BHUPOOHUIITBA Oiorazy B
METaHTeHKY NMUIIXOM ONTHMi3allii HeJliHIHHOI CHCTEMHU
YIIPaBITiHHS.

Metoauka. MaremaTryHe ~ Ta  iMiTamiiiHe
KOMIO'FOTEPHE MOJICIIOBAHHS IS MOOYJOBH CHUCTEMU
aJIalTHBHOTO YIPaBIiHH Ha OCHOBI HeifponHoi LSTM
Mepexi 3 BUKOPUCTAaHHSIM METOMIB HABYAHHSI 3
migkpirmieHasM.  JlocmipkeHHs 30DKHOCTI  mpoliecy
HaBYaHHS HEHPOHHOI Mepexi Ha  HeJiHIHHIHA
MaTeMAaTUYHIN MOJEII TEXHOJIOTIYHOTO MPOIIECY.

PesyabraTn.  [lpoBemeHuit  oOUHMCIIOBaTBHUI
EKCIIEPUMEHT ITOKa3aB 301KHICTh MPOIIeCy HaBYAHHS 32
600 emizomiB Ha Mojaeni 3 JBOMa KEPYIOUHUMH
KaHallaMd 1 4YOTHpPMa KaHaJaMH BHUMIpIOBaHHS 1
e(eKTUBHICTh POOOTH 3aMpPOIOHOBAHOI aMaNTHBHOI
CHUCTEMH VNpPaBNiHHA Ui TPOTpaMHOi  MOAewi
TEXHOJIOTIYHOTO  mporecy. OTpuMaHi pe3yabTaTd
MiATBEPIKYIOTh MPUHIUIIOBY MOJKJIMBICTh
BUKOPUCTAHHS [BOTO MIJXOAY JJsS  yIPaBIiHHS
peaJbHUM  TIPOLIECOM  BHpOOHHUTBa  Oiorasy B
MCTAHTCHKY.

HaykoBa  HoBu3Ha.lloxazano, 1mo  3agaua
YIIPABJIiHHA OTPUMaHHAM 0iora3dy B METAaHTEHKY MOXKE
OyTu BHpilleHa HAa OCHOBI MiAXOQy HABYAaHHSA 3
MiIKPITUICHHSAM, pealli30BaHOTO Ui HEMEepPEepBHOT
HeNiHiHOT fuHaMivHOi cucTemu. CrucTeMa MoXke OyTH
peani3oBaHa y BHUIVIAAI ABOX HEHPOHHHX MEpeX B
apxiTeKTypi aKkTop-KpuTuK. s moOynoBH Momyns
KPUTHKH 1 MOXYyNIsi HEHPOKOHTpOJIepa CHCTEMH
aJanTUBHOTO YIIpaBTiHHS 3aMporoHOBaHO
BHUKOPUCTOBYBATH apXiTEKTypy HEHPOHHOI Mepexki Ha
OCHOBI CIIEI[IAIbHOTO BHUJIY PEKYPCHBHOI HEHPOHHOI
Mmepexi - LSTM HelipoHHHX Mepex, sika sIKi paHilie He
BHKOPHCTOBYBAJIaCs Ui YHPABIiHHA BHPOOHHUITBOM
Oiora3zy B METaHTCHKY.

IIpakTuyHa 3HAYUMIiCTh. 3alpPONOHOBaHA METOJ
o0y IOBH CHCTEMH YTIPABIIIHHSI METAaHTEHKY MPHU3BEJE
IO MiIBHIICHHS €(PEeKTUBHOCTI BUPOOHUIITBA Oiorasy
SIK  aJlbTCPHATUBHOIO  IIOHOBIIOBAHOTO  JDKEpela
eHeprii. Posmmpenns chepu 3aCTOCYBaHHS
METAHTCHKIB TAaKOXX BIUIMHE HA BUPINICHHS MPOOIIEMH
yTHIi3allii MPOMHCIOBUX 1 MMOOYTOBHX BiIXOJIB
JKATTENISILHOCTI JIFOUHH.

KmrouoBi  ciioBa: YIPaBIiHHA  MPOLIECOM,
YIpaBITiHHS METaHTEHKOM, HaBYaHHS 3
MiIKPITUTIeHHAM, HeHpoHHI Mepexi, mepexi LSTM,
CHCTEMH aJIalITHBHO{ KPUTHKH

Crarbs PEKOMEHAOBAHA K l'lyﬁ.l'll/l](a].[l/ll/li

IIpodeccop Kadenps MIPUKIIaTHO M
MaTeMAaTHKH, XapbKOBCKOTO HarnmonansHoro
YuuBepcuretaPaInosnekTpoHUKHY, JIOKTOP
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