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University of Technology. It is technically co-
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Abstract 
 

The methods for estimating computational 

structures and searching the shortest paths between 

the pair of nodes are presented. A criterion for 

evaluating the effectiveness of computational 

structures based on the graph model of the functional 

blocks of digital systems-on-chips is developed. A 

modified Dijkstra's algorithm to determine the average 

cost of interconnections in computing architecture for 

every pair of nodes is proposed. Verification of the 

criterion, when evaluating the effectiveness of different 

topologies of computational structures is performed. 

 

1. Introduction 
 

Creating effective computational structures is 

related not only to increasing the speed of primitives, 

but also with the topology of interconnections between 

them, which can significantly improve the performance 

of parallel processing data due to additional expensive 

connections. It is therefore necessary to have criteria 

for evaluating performance, taking into account not 

only transaction time between the nodes, but the 

hardware redundancy, which considerably reduces the 

average time of receiving and transmission of 

information between the primitive computing 

components. Such criteria can be used to evaluate the 

effectiveness of graph models of local and global 

computer networks, urban infrastructure of road 

communications, as well as the traffic flows in order to 

identify bottlenecks affecting the traffic. The problem 

of finding such criteria is related to the minimization of 

the computational cost for determination of all possible 

minimal paths between nodes of pairs. 

The aim of research is development of criteria for 

evaluating the effectiveness of computational 

structures, based on graph model of interconnections of 

functional blocks, which make it possible to determine 

the quality of the topological architectures of digital 

systems-on-chips. 

The objectives: 1) Analysis of methods for 

estimating the computational structures and finding the 

shortest paths between nodes of pair [5-9]. 

2) Development of criteria for evaluating the 

effectiveness of computational structures, based on 

graph model of the functional blocks of digital 

systems-on-chips [1-4]. 3) Modification of Dijkstra's 

algorithm to determine the average cost of 

interconnections of computing architecture for a node 

pair [5-8]. 4) Verification of the criteria when 

evaluating the effectiveness of different topologies of 

computational structures [1-4]. 

 

2. Estimating the connection topology of 

digital system components 
 

The distance between the components of a digital 

system is the main parameter that affects the speed of 

executing (for functionality or service) transactions 

between the components or structure elements. When 

considering two implementation variants of a 

multiprocessor system, for example, it is necessary to 

determine the integral characteristic as the sum of all 

distances between each pair of components or nodes of 

the corresponding graph. Due to the existence of such 

estimation, a natural question is appeared: which 

geometric (topological) primitive shapes have to be 

used to minimize the integral estimation of distances 

between each pair of nodes? Here, three variants of 

shapes are interested: rectangle (the metric of 

«Manhattan»), triangle and tetrahedron. The last one 

has unique feature – each node of the tetrahedron has 

three neighbors, while the triangle has only two 

adjacent nodes. 

The feasibility attractiveness of analysis of structure 

performance is important not only for digital systems, 

networks, telecommunications, but also urban 

infrastructure in the existence of congestion. 

The criterion is related to processing graph 

structure, which has E arcs and n nodes. Its feature lies 

in the calculation of absolute value that is not reduced 

to the interval and formed by the cost of connections 

multiplied by the quality of transactions between all 

pairs of nodes: 
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Use this formula for the estimation of three graph 

structures with six nodes and different connecting 

topologies is shown in Fig. 1. 

                              a            b            c 

  
e 

a  - G1                                    

                              a            b            c 

 
d            e            f 

b - G2 

                             a            b            c 

 
                              d            e           f 

c - G3 

Fig. 1. Structures of connections for processor 

primitives 

Here are three graphs, which have 9, 7 and 11 arcs, 

respectively. Defining criterion in accordance with the 

last formula gives the following results: 
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Modification of effectiveness estimation of the 

topology is related to reduction of real costs (number 

of arcs E) to the maximum possible number 
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The estimation is equal to one if the numerator and 

denominator are equal 
2

nn
V

2 −
= . In this case, the 

graph structure has all possible pair wise connections 

between the graph nodes, defined by a half of the 

Cartesian square of the power of a node set minus n 

nodes. Subtraction is defined by the nodes of a graph, 

which don’t have idempotent closures. At that each 

pair of nodes has the path length equal to one. 

Recalculation of efficiency criteria for interconnections 

of processor primitives gives the following result: 
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At the same time pay for the quality of 

communication is the power of connections, reduced to 

the maximum possible number of arcs: 
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It is advisable to have two estimates: the integral 

criterion of communication quality, which implicitly 

defines the time of average reachability between every 

node pair of the graph structure, as well as the power 

of connections reduced to the maximum possible 

number and determining the cost of infrastructure 

quality, objective function of which minimizes the 

average reachability (path length or time) between 

node pair of the graph structure. Depending on the 

number of connections the first criterion tends to 

increase from 0 to 1, the second one also increases as 

d f 
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the number of arcs in the graph. Therefore, 

multiplexing of two criteria does not give a new 

property when estimating the reachability 

infrastructure for each pair of nodes. Conclusions: 1) It 

is necessary to use both criteria for the estimation of 

structural design. 2) Dijkstra’s algorithm should be 

modified to calculate the average value of the 

reachability between a pair of nodes in the graph as 

shown below. 

 

3. Modification of Dijkstra's algorithm 
 

To solve the problem of finding the shortest paths 

between all pairs of nodes in a weighted graph 

Johnson’s and Floyd-Uorshell's algorithms are used. 

Both algorithms are applied to directed graphs. 

Johnson's algorithm is implemented in the presence in 

the graph of arcs with a positive or negative weight, 

but in the absence of cycles with negative weight. It is 

known that the complexity of Floyd’s (Floyd-

Uorshell’s) algorithm for finding the shortest paths 

between all pairs of nodes is )n( 3Ο . 

When finding the shortest paths from one node of 

the graph to all other nodes the Danzig’s, Levit’s, 

Bellman-Ford’s, Dijkstra’s algorithms are used. 

Danzig’s algorithm is applied to planar directed 

graphs, similar to Floyd-Uorshell’s algorithm, but 

differs from it in a different order of executing the 

same instructions. 

Levit’s algorithm is applied for 

oriented/nonoriented graphs without arcs with negative 

weight. 

Bellman-Ford’s algorithm is designed to find the 

shortest path in a weighted oriented or undirected 

graph and permits for the presence of arcs with 

negative weight, in contrast to Dijkstra's algorithm. 

During the time of O(|V|×|E|) algorithm finds the 

shortest paths from one node to all others. 

Dijkstra's algorithm finds the shortest distances 

from one of the nodes of the graph to all the others. It 

applies only to graphs with arcs of positive weight. The 

algorithm is widely used in programming and 

technologies. For example, in a dynamic routing 

protocol Open Shortest Path First (OSPF), which is 

based on the technology of tracking the status of the 

channel (link-state technology), to eliminate the 

circular routes. 

Dijkstra proposed a modification of the algorithm 

for constructing the shortest paths from a given node of 

the graph to all others nodes, which reduced the 

number of operations (additions and comparisons), 

retaining the information at one stage for the next ones. 

This is achieved by procedure for placing Dijkstra’s 

labels that reduces the complexity of the algorithm to 

)n( 2Ο  [5-9]. 

In some cases, when the configuration of the graph 

permits it, for finding the shortest paths between all 

pairs of nodes it is advisable to apply Dijkstra's 

algorithm for each of n possible initial nodes. 

 

Problem. Find the shortest paths between all pairs 

of nodes for the graph shown in Fig. 1a with unit 

weights for each arc. 

Solution. Considered undirected graph involves two 

equal nodes groups: 1) a, c, e; 2) b, d, f. The term 

"equal" here means the invariance of the representation 

of the shortest paths and their trees when finding from 

the nodes a, c, e (the first group of paths), or from the 

nodes b, d, f (a second group of paths). Thus, for a 

given problem, instead of Floyd’s algorithm Dijkstra's 

algorithm can be applied twice to find the shortest 

paths between all pairs of nodes. Then the problem is 

divided in two subproblems: 1) find the shortest 

distances and specify all the shortest paths from the 

node a  to all other nodes; 2) find the shortest 

distances and specify all the shortest paths from the 

node b  to all other nodes. 

The adjacency matrix of graph 1G  has the form: 

.11.11f

1.1...e

11.11.d

..1.1.c

1.11.1b

1...1.a

fedcba

G1 =
                         (1) 

Subproblem 1.1. Find the shortest distances and 

specify all the shortest paths from the node a  to all 

other nodes. 

During the implementation of Dijkstra's algorithm 

Table 1 is filled, the number of rows and columns is 

determined by the power of the graph node set (6x6). 

In Table 1, row headers indicate the nodes, to which 

the shortest distance have to be found. 

                                           Table 1 

 

1 2 3 

u=a 

r=0 

u=b 

r=1 

u=f 

r=1 

b a, 1   

c a, ∞  b,2 b,2 

d a, ∞  b,2 b,2 

e a, ∞  a, ∞  f,2 

f a,1 a,1  

Comments: 1) If a column includes two nodes with 

the same minimum numeric labels then any of them is 

selected. This means that there may be two different 

chains of the same minimal length. 2) If when 
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calculating the current numerical labels a new total 

distance is equal to the previous one, then the old 

numeric label is saved. 3) Permanently labeled nodes 

in the column headers are not repeated. 4) The 

distances in the column headers do not decrease ( ≤ ). 

5) Current labels in lines do not increase ( ≥ ). 

Thus, Table 1 contains information about all the 

shortest chains and their lengths. 

For example, it is necessary to find the shortest 

chain from the node a  to the node e . The sequence of 

nodes of the chain is written from the end; the last 

filled cell of the row e  contains information about the 

length of a shortest path r = 2 and last but one node of 

the chain - f . Information about the previous node is 

in the last cell of the row f , in this case – the node a , 

which is the beginning of the route: 

211distefa
11

=+=⇒→→ . 

The data for all the shortest paths are presented in 

Tab. 2. 

                                                              Table 2 

Chain Length 

ba
1

→  1)b,a(r =  

cba
11

→→  211)c,a(r =+=  

dba
11

→→  211)d,a(r =+=  

efa
11

→→  211)e,a(r =+=  

fa
1

→  1)f,a(r =  

A graph demonstrating the shortest paths tree from 

the node a  is shown in Fig. 2  

a            b            c 

 
e 

Fig. 2. The shortest paths tree from the node a  

Since all the arcs of the graph (see Fig. 1a) have a 

weight of 1, Tab. 1 shows that when calculating the 

distances they can be increased only by 1. So, in fact, 

as soon as the infinite label is changed to finite 

numerical label, later it has not been changed. This 

means that the corresponding shortest distance between 

the nodes has been determined. Then the number of 

additions and comparisons in Dijkstra’s algorithm can 

be reduced (Tab. 3). 

                      Table 3 

 

1 2 3 

u=a 

r=0 

u=b 

r=1 

u=f 

r=1 

b a, 1   

c a, ∞  b,2  

d a, ∞  b,2  

e a, ∞  a, ∞  f,2 

f a,1 a,1  

It should be noted that the shortest routes from the 

nodes a, c, e, and the trees of the shortest paths will be 

identical. 

Subproblem 1.2. For the graph shown in Fig. 1a it is 

necessary to find the shortest distances and specify all 

the shortest paths from the node b to all other nodes. 

During the implementation of Dijkstra's algorithm 

the table is filled, where the number of rows and 

columns is determined by the power of the graph node 

set (6x6). In the headers of table rows the nodes, to 

which is necessary to find the shortest distance are 

indicated (Tab. 4). Below a modified table is 

considered. 

             Table 4 

 

1 2 

u=b 

r=0 

u=f 

r=1 

a b,1 b,1 

c b,1 b,1 

d b,1 b,1 

e b, ∞  f,2 

f b,1  

Table 4 presents the calculation subject to the 

modification of Dijkstra's algorithm. At the initial stage 

after the placement of labels in the first column the 

shortest distances from the node b to the other graph 

nodes are defined, except the node e. They are equal to 

the length of arc 1; and themselves the shortest chains 

coincide with the arcs that connect node b with the 

nodes a, c, d, f. It remains to determine the shortest 

distance and the chain from b to f. To do this, we 

continue the algorithm step by step – choose the 

minimum label from all finite numerical labels in the 

first column. Since they are all equal to 1, select 

anyone. The choice of nodes d or f will complete the 

process of finding for a single pass. 

The data for all the shortest paths are shown in 

Tab. 5. A graph demonstrating the tree of the shortest 

paths from the node b is shown in Fig. 3. 

It should be noted that the shortest chains from the 

nodes b, d, f and the trees of the shortest paths will be 

identical. 
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                                                             Table 5 

Chain Length 

ab
1

→  1)a,b(r =  

cb
1

→  1)c,b(r =  

db
1

→  1)d,b(r =  

edb
11

→→  211)e,b(r =+=  

fb
1

→  1)f,b(r =  

                            a             b            c 

 
e 

Fig. 3. The shortest paths graph from the node b 

The matrix of shortest distances between all pairs of 

nodes of the graph 1G  is presented below: 

.11211f

1.1222e

11.112d

221.12c

1211.1b

12221.a

fedcba

Dist1 =                    (2) 

 

4. Description of the modified Dijkstra's 

algorithm 
 

Each node of the set of nodes V is associated with a 
label that specifies the minimum well-known distance 
from it to the initial node a. The algorithm is executed 
step by step. At each step it «visited» one node and 
tries to reduce the labels. The implementation of the 
algorithm terminates when all nodes are visited. 

Initialization. The label of the node a  is equal to 0, 
a temporary label – infinity is assigned to other nodes. 
This means that the distances from the node a to other 
ones yet unknown. All nodes are marked as unvisited. 

Step of the algorithm. If all the nodes are visited, 
the algorithm terminates. Otherwise, from the nodes 
have not yet visited the node u with a minimum label is 
chosen. At that all possible routes, where u is last but 
one point, are considered. Nodes, to which the arcs 
from u are directed, are called adjacent with respect to 
u. For each neighbor of the node u, except ones marked 
as visited, a new path length is considered that is equal 
to the sum of the values of the current label of the node 

u and the length of the arc connecting u with this 
neighbor. 

In the traditional Dijkstra's algorithm such step is 
performed further: if obtained value of the length is 
less than value of neighbor’s label, neighbor’s label is 
replaced by obtained value of length. 

For graphs with arcs of unit length (weight) each 
time the sum of the distances can be increased only by 
1. So in the above step only infinite neighbor’s labels 
can be changed on the finite numerical label, which 
subsequently are not changed (they cannot be reduced). 
The corresponding distances are natural numbers. For 
this reason, the comparison should be carried out to 
determine the finite number labels for those nodes, 
which do not have them, that is, their temporary labels 
are infinite. If there is no arc connecting permanently 
labeled node with the node having infinite label, as the 
next step the permanently labeled node with minimal 
label in given column is chosen (as above), which 
allows making attempt to find for minimal route 
through another node. At that addition and comparison 
of labels with existing in the column finite labels is not 
carried out, which reduces the time of finding. 

After consideration of all the neighbors the node u 
is marked as visited and the step of the algorithm is 
repeated.  

LABEL is array to store the current node labels. 
PERM is an array to specify the permanently labeled 
nodes (nodes are permanently labeled when they are 

equal to iu  for some i). If the PERM(v)=1, v is 

permanently labeled node and its label is equal to 
d(s, v). First, PERM(s)=1 and PERM(v)=0 for v≠s. 
PRED is an array of pointers to the nodes from which 
passing to the nodes with permanent labels is 
performed. If the node v is permanent labeled then the 
sequence v, PRED(v), PRED(PRED(v)),..., s involves 
the nodes which are shortest directed path from s to v. 

1. Begin. Let LABEL(s)=0, PERM(s)=1, 
PRED(s)=s; ∀v≠s let LABEL(v)= ∞ , PERM(v)=0, 
PRED(v)=v.  
2. Let i=0, u=s (u is last of the nodes with constant 

label. Now it is the node s).  
3. Calculating LABEL and changing the elements 

of the array PRED. Let i=i+1. 
For each node v with infinite label it is necessary to 

carry out the following actions (in the traditional 
Dijkstra's algorithm this point was performed for all 
nodes v, except the nodes with the same label; and in 
the modified algorithm it applies only to the nodes 
with temporary labels LABEL(v)= ∞ , because another 
labels will not be modified): 

3.1. Let M=min{LABEL(v), LABEL(u)+w(u,v)}, 
where w(u,v)=1 is the length of an arc, connecting the 
nodes u and v if it exists, in other case (when the arc 
(u,v) is not exist) the node with minimum finite 
numerical label is chosen as permanent labeled node; if 
there are several such nodes one of them is chosen; 

3.2. If M<LABEL(v) then LABEL(v)=M, 
PRED(v)=u. 
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4. Choosing the node iu . Among all the nodes 

which are not labeled, find the node w with the 
minimum label (if there are several nodes, the choice 

can be made arbitrarily.) Let PERM(w)=1, iu =w (it is 

the last node with invariable label). 
5. If i<n-1, go to item 3, in other case – end (all 

shortest paths are found).  
Labels of nodes are the lengths of shortest paths; v, 

PRED(v), PRED(PRED(v)), …, s are the nodes of the 
shortest directed s-t path.  

 

4. Conclusion 
 

The scientific novelty. The criteria of evaluating the 

quality of the topological connections of digital 

systems components, which are focused on the 

evaluation of projects, from the standpoint of 

operational and strategic minimizing of connecting 

routes for two nodes are proposed. They make it 

possible to modify the structures by introducing 

additional costs on some connections in the 

corresponding graph in order to improve the system 

performance. Modification of Dijkstra's algorithm for 

undirected weighted graphs with unit arc length is 

developed. It reduces the number of additions and 

comparisons due to the exclusion from this process the 

finite numerical labels, found in the previous step, 

which cannot be decreased hereafter and remain 

constant, as well as the possibility of transformation of 

infinite neighbor’s labels only to the finite numerical 

ones. 

The practical value. The feasibility attractiveness of 

analyzing the effectiveness of the topology for the 

component connections in the structures is important 

not only for digital systems, networks, 

telecommunications, but urban infrastructure in the 

existence of congestion. Areas for further research in 

this area are associated with the following problems: 

development of analytical models for estimating the 

efficiency of the infrastructure IP for embedded 

repairing and servicing the combinational digital 

systems with different complexity levels of the 

primitives and structures. 
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