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Abstract 

 
The technology for the minimum coverage of faulty 

blocks by spares when repairing the logic part of digi-
tal system-on-chip is proposed. The general provisions 
and rules of coverage for the matrix of configurable 
logic blocks (CLB) with faulty cells are considered. 
Coverage criteria for faulty cells are developed. Ex-
amples of the algorithm implementation are made.  
 
1. Introduction 
 

Billions of digital systems-on-chips, used in the 
world, containing up to 16 types of various compo-
nents (processor, memory, logic, buses, dedicated 
computers), which can be divided into 2 subsets: the 
memory (90%) and logic (10%). At that faults, de-
tected in memory, are repaired successfully by the on-
chip facilities of the leading companies (Virage Logic, 
Intel). 

But almost 10% of logic is unamenable to regular 
solutions in the on-chip repair. Today, the world's big-
gest problem in the market of electronic technology is 
repairing the logic part of digital system-on-chip.  

Due to high market appeal the problem of diagnosis 
and repair of memory and logic cells is considered in 
the paper. It is one of the Gartner's Top 10 Strategic 
Technologies for 2009 that is solved by readdressing 
faulty cells to faultless components from the spare 
rows, columns and tiles. 

The strategy works on the logic blocks, which must 
be addressed (and should be provided with repair 
blocks) or reprogrammable on the faultless space of the 
chip for the embedded repair. Repair models for SiP 
memory modules are considered in the papers [1-6]. 

It should also take into account that the level of 
sales of computers has fallen in the 2 quarter of 2009 
by 8% and amounted to 66 million pieces, but sale of 
laptops has grown by 20%. With regard to market of 
chips, there is the highest rise of sales in the last 13 
years. 

This fact confirms Moore's Law – transistor today is 
worthless, a user will pay for power. The whole world 
sees the future of digital systems-on-chips. Conclusion 
– all market-based ideas will be implemented in the 
chip with a dedicated functionality. So, Infrastructure 
IP creation in a chip is important problem, because it is 
capable to realize the embedded diagnosis and repair-
ing, which will significantly improve the yield and 
extend the life cycle of digital product. Therefore, any 
new solution in this area might be interesting for the 
market of electronic technology, which determines the 
urgency of the proposed technology for quasi-optimal 
faulty blocks coverage by spare components. 

The papers [7-9] are devoted to the development of 
the theory and methods for optimization of geometric 
design, in particular, the research of optimization 
placement problem for rectangular objects. The opti-
mization placement problem for rectangular objects 
with variable metric characterizations in a given area is 
considered in [7, 8]. The analysis of advanced tech-
nologies for embedded Functional Intellectual Property 
of digital system-in-package is shown in [10]. Features 
of the architecture «System-in-Package» and present 
repair strategies for digital systems-on-chips, as well as 
the method of evaluation the reliability of their per-
formance are considered. The problem of SoC testing 
technologies adaptation to new digital system em-
bodiment System-in-Package (SiP) that allows imple-
menting on-chip sophisticated specialty computers and 
RF devices is considered in [10]. System-in-Package 
forms new objectives and goals of Infrastructure IP for 
real time SiP functionality, which differ from embed-
ded SoC diagnosis essentially. Structure-logical diag-
nosis and repair methods for FPGA functional logic 
blocks based on real time fault detection table analysis 
are proposed. A fault coverage method for digital sys-
tem-on-chip by means of traversal the logic block ma-
trix to repair the FPGA components is proposed in 
[10]. A method enables to obtain the solution in the 
form of quasioptimal coverage for all faulty blocks by 
minimum number of spare tiles. A choice one of two 
traversal strategies for rows or columns of a logic 
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block matrix on the basis of the structurization criteria, 
which determine a number of faulty blocks, reduced to 
the unit modified matrix of rows or columns is real-
ized. 

The objective of the research is the development of 
technology for the optimal faulty blocks coverage by 
spares when repairing the logic of digital  SoC. 

Research tasks are: 
1) The development of generalities and rules to 

cover the matrix of configurable logic blocks with 
faulty cells. 

2) The development of coverage criteria for faulty 
cells. 

3) Flowcharting for the bypassing the matrix of con-
figurable logic blocks to obtain coverage. 

4) Flowchart examples. 
 
2. Generalities and rules of coverage  
 

A matrix of configurable logic blocks with marked 
faulty cells is considered. In the appropriate adjacency 
matrix the identifier 1 answers to a fault. In detecting 
the faulty cell its coverage is carried out. Covering 
element is a block of 9 cells, which form a square of 
size 33× . 

Methods cover the faulty cell. Coverage of the 
faulty cell, which is regarded as a base, can be per-
formed by 9 ways (Fig. 1). 
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Figure 1. Coverage methods for faulty cell ija  
 

The alternate coverages are represented in Fig. 1: 
a – ∪∪∪∪∪ −−−+− j,1i1j,1i1j,i1j,iij aaaaa  

1j,1ij,1i1j,1i1j,1i aaaa +++−++− ∪∪∪∪ ; 

b – ∪∪∪∪∪ −−−+− j,1i1j,1i1j,i1j,iij aaaaa  

1j,2ij,2i1j,2i1j,1i aaaa +−−−−+− ∪∪∪∪ ; 

c – ∪∪∪∪∪ +−++− j,1i1j,1i1j,i1j,iij aaaaa  

1j,2ij,2i1j,2i1j,1i aaaa +++−+++ ∪∪∪∪ ; 

d – ∪∪∪∪∪ −−−−− 1j,1ij,1i2j,i1j,iij aaaaa  

2j,1i1j,1ij,1i2j,1i aaaa −+−++−− ∪∪∪∪ ; 

e – ∪∪∪∪∪ +−−++ 1j,1ij,1i2j,i1j,iij aaaaa  

2j,1i1j,1ij,1i2j,1i aaaa ++++++− ∪∪∪∪ ; 

f – ∪∪∪∪∪ −−−−− 1j,1ij,1i2j,i1j,iij aaaaa  

2j,2i1j,2ij,2i2j,1i aaaa −−−−−−− ∪∪∪∪ ; 

g – ∪∪∪∪∪ +−−++ 1j,1ij,1i2j,i1j,iij aaaaa  

2j,2i1j,2ij,2i2j,1i aaaa +−+−−+− ∪∪∪∪ ; 

h – ∪∪∪∪∪ +++++ 1j,1ij,1i2j,i1j,iij aaaaa  

2j,2i1j,2ij,2i2j,1i aaaa +++++++ ∪∪∪∪ ; 

i – ∪∪∪∪∪ −++−− 1j,1ij,1i2j,i1j,iij aaaaa  

2j,2i1j,2ij,2i2j,1i aaaa −+−++−+ ∪∪∪∪ . 
Coverage constrains for the faulty cell. If a faulty 

cell is located in first/last two rows/columns, obvi-
ously, the number of ways to cover for it is limited to 
the alternate solutions shown in Fig. 2. 

 
3. Criteria for choice and obtainment of 
coverage  
 

When choosing a covering element the square with 
the largest weight is preferred. Weight is determined 
by the number of faulty cells, which are in the covering 
square. For example, the coverage solutions for the 
faulty cell ija , when choice of the covering element 
with maximum weight is possible, are shown in Fig. 3.  

Row-wise matrix traversal. In implementing the 
coverage algorithm the traversal of a matrix by rows is 
performed starting from the first one in order from left 
to right. Then a jump to the second row and traversal 
of the matrix elements in reverse order are carried out. 
Thus, the matrix rows with odd numbers are always 
traversed from the left to right, then jump to the bottom 
row with an even number and traversal in the reverse 
order from the right to left are performed.  
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a                                  b  

   
c                                d  

 
e 

Figure 2. Coverage constraints for faulty cell, 
when it is located in two extreme 
rows/columns: a – the only possible way of 
obtainment the coverage, when a fault is in the 
corner cells N,N1,NN,111 a,a,a,a ; b – two cover-
age ways, when a fault is in the cells 12a , 21a , 

1N,1a − , 1,1Na − , N,1Na − , 1N,Na − , N,2a , 2,Na ; c 
– three coverage ways for fault, when it is in 
the cells 13a , 31a , 2N,1a − , 1,2Na − , N,3a , 3,Na , 

2N,Na − , N,2Na − ; d – four coverage ways, 
when a fault is in the cells 22a , 1N,2a − , 2,1Na − , 

1N,1Na −− ; e – six coverage ways, when a fault 
is in the cells 23a , 32a , 2N,2a − , 2,2Na − , 

1N,3a − , 3,1Na − , 2N,1Na −− , 1N,2Na −−  
 

 
 

Figure 3. Choice of covering element – a 
square with the highest weight (solid line) 

For the faulty cell, found in a row, the covering 
square with maximum weight is chosen. After that, 
traversal of a row to choose the coverage squares for 
the rest faulty cells is continued. 

When traversing the next row a part of faulty cells 
is already covered, so it is necessary to choose the cov-
ering squares for uncovered faulty cells. At that earlier 
obtained coverage limits the choice of covering squares 
for the rest faulty cells that reduces their number in 
each case and reduces the search time. In the case 
where there are several ways to cover the faulty cells 
by squares with the same maximum weight, any of 
them is chosen. 

If there is a situation where it is impossible to cover 
the faulty cell, it should be back to the previous faulty 
one to change its coverage on a square with smaller 
weight.  

When searching a new coverage a square with less 
weight is preferred if it covers two neighboring cells 
(located on the diagonal or side by side in a 
row/column) and it is adjacent to the left/right side 
(when traversing from left to right or right to left re-
spectively) in order to retain a larger number of free 
cells on the right/left, respectively, for other coverage. 
In other words, a covering square is moved in the di-
rection already seen to this time rows/columns. 

Columnwise matrix traversal. Along with traversing 
by rows the pass of the matrix from top to bottom fol-
lowed by jump to the right of the neighboring column 
and then up can be used. In this case the odd-numbered 
columns are traversed from top to bottom, but even – 
from left to right. At that coverage is selected similarly 
to previous one, as well as subject to the shift of cover-
ing square to the side of traversed cells. 

Example 1. Consider a matrix of configurable logic 
blocks with marked faulty cells presented in Fig. 4. 
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Figure 4. Matrix of logic blocks with faulty 

cells  
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According to the algorithm, the traversal of a matrix 
is performed by rows. 

For any faulty element the maximum weight of its 
neighborhood is determined and grouping of cells in 
clusters is performed subject to the above rules. 

Pass of the row with number 1i =  indicates that the 
evaluation of neighborhood weight for the faulty ele-
ment 10,1a  is equal to 2)a(w 10,1 = . Then the faulty 

cells 10,1a  and 28a  should be joined in a single cover-

ing block: ∪∪∪∪∪∪ 10,2292810,11918 aaaaaa  

10,33938 aaa ∪∪∪ . When traversing the row 3i =  

one can see that for the cell 33a  the coverage 

555453454443353433 aaaaaaaaa ∪∪∪∪∪∪∪∪
with maximum weight 3)a(w 33 =  can be chosen. But 
after traversal the row 4i =  from right to left would be 
that the faulty cell 42a can not be covered by any of 
the square (Fig. 5). In this case it is necessary to return 
to the previous cell, which was covered. If there are no 
alternate solutions for changing its coverage, it is nec-
essary to return to the previous cell and change its cov-
erage. This is the cell 33a  in Fig. 5. 
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Figure 5. Choice of coverage at row-wise 

traversal  
 
As a result, the coverage consisting of 11 squares is 

obtained, at that 6 squares have the weight 2 and 5 
ones have the weight 1. The adjacent faulty cells 9,10a  

and 10,10a can be covered by the element (Fig. 5): 

∪∪∪∪∪ 10,119,1111,1010,109,10 aaaaa  

11,1210,129,1211,11 aaaa ∪∪∪∪  
or             

∪∪∪∪∪ 9,118,1110,109,108,10 aaaaa  

10,129,128,1210,11 aaaa ∪∪∪∪ . 

In this case if to change coverage of the faulty cell 87a  
on the square 7,96,95,97,86,85,8 aaaaaa ∪∪∪∪∪  

7,106,105,10 aaa ∪∪∪ , the coverage of 10 squares 
will be obtained, from which 7 squares have weight 2 
and 3 ones – weight 1 (Fig. 6). That coverage is ob-
tained at row-wise matrix traversal (Fig. 6). 
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Figure 6. Optimal coverage for a matrix  

of configurable logic blocks  
 

Thus, quasi-optimal coverage was obtained at trav-
ersing the matrix by rows (as it is shown in Example 1) 
and optimal one – by columns. As it will be shown 
below, the traversal of a matrix by rows almost always 
gives optimal coverage. 
 
4. Description of the algorithm 
 

1. Enter the matrix n
1ij ]a[A = . 

2. A loop by rows (for i=1 up to N). 
2.1. If row number is odd i=2k+1, go to item 3 (a 

loop by columns). 
2.2. If row number is even i=2k, go to item 4 (a loop 

by columns – column traversal in reverse order from N 
up to 1). 

3. A loop by columns (for j=1 up to N). 
4. A loop by columns (for j=N up to 1). 
4.1. Calculate the weight of adjacent squares with 

respect to the base cell (call procedure 1/procedure 1 
return). 
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4.2. Choose square with a maximum weight as cov-
ering one.  

4.3. Eliminate from consideration the cells, forming 
a covering square (call procedure 2/procedure 2 re-
turn). 

4.4. Return to item 4 (continue of the traversal by 
columns). 

4.5. Return to item 2 (go to nest row). 
5. Output results – optimal (quasi-optimal) coverage 

as a set covering squares, each of which is a union of 9 
cells.  

PROCEDURE 1 evaluates the weight of adjacent 
squares with respect to the base cell. 

PROCEDURE 2 eliminates from consideration the 
cells, forming a covering square, but it memorizes 
them in order to return, if it is required. 

 
5. Examples of the algorithm implementa-
tion 
 

Consider the implementation of the algorithm on 
examples where the logic blocks matrices with faulty 
elements are generated randomly. 

Example 2. Consider a matrix of configurable logic 
blocks with marked faulty cells presented in Fig. 7. 
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Figure 7. Matrix of logic blocks with faulty 

cells  
In order to construct coverage the row-wise matrix 

traversal is carried out according to the rules, criteria 
and algorithms. The route of matrix traversal is shown 
in Fig. 8. The arrows on the faulty cells indicate on 
which basic cell the coverage is carried out. 

Optimal matrix coverage, presented in Fig. 8, con-
sists of 17 blocks: 3 ones have weight 1, 9 – weight 2 
and 5 – weight 3. 
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Figure 8. Route of matrix traversal  

 
Example 3. Consider the alternate coverage solu-

tions for a matrix of configurable logic blocks 1515×  
with faulty cells. The coverage obtained by row-wise 
traversal of a matrix is shown in Fig. 9. It consists of 
16 squares: 4 ones have the weight 1, 7 – weight 2, 2 – 
weight 3, 3 – weight 4. The coverage obtained by col-
umnwise matrix traversal from left to right is shown in 
Fig. 10. The number of covering elements is equal to 
16: 4 ones have the weight 1, 7 – weight 2, 2 – weight 
3, 3 – weight 4. Thus, two different ways of traversal 
(by rows and columns) are quantitatively the same re-
sult.  
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Figure 9. Matrix coverage for example 3  
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Figure 10. Columnwise traversal for example 3 
Example 4. Consider the coverage for a matrix of 

configurable logic blocks 1515×  with marked faulty 
cells. To construct coverage the row-wise traversal is 
carried out (Fig. 11). The coverages, which were con-
sidered but were not chosen, are shown in Fig. 11 by 
dotted lines. For example, to cover the faulty cell 19a  
when traversing the first row the block 

393837292827191817 aaaaaaaaa ∪∪∪∪∪∪∪∪  
is preferred among two blocks with weight 2 (not block 

10,3393810,2292810,11918 aaaaaaaaa ∪∪∪∪∪∪∪∪ ); 
first one joins some cells which were traversed in the 
first row (shift to the left on the route of row traversal). 
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Figure 11. Row-wise traversal for example 4  

When covering the cell 13,4a  the block 

∪∪∪∪∪∪∪ 13,615,514,513,515,414,413,4 aaaaaaa

15,614,6 aa ∪∪  with the weight 1 is selected (not 

∪∪∪∪∪∪∪ 11,613,512,511,513,412,411,4 aaaaaaa

13,612,6 aa ∪∪  with the same weight), because the 
traversing of the fourth row is performed from right to 
left and the first block includes the already traversed 
cells, it means that the block is shifted in the direction 
of the cells have already passed – to the right on the 
route. 

Thus, the optimal coverage of the matrix presented 
in Fig. 11, consists of 17 squares: 8 ones have the 
weight 1, 9 – weight 2. 
 
6. Conclusion 
 

Quasi-optimal coverage method for the addressable 
faulty cells of digital systems-on-chips by spares is 
developed. It enables to increase yield of FPGA. 

Intercomparison with analogs. Existing analogs are 
typically focused on optimizing the placement of com-
ponents in 3D or 2D space. The difference of the pro-
posed method is coverage optimization for faulty cells 
by spares. Therefore, the objective function is minimiza-
tion of the number of spares, which completely cover all 
faulty addressable cells of the chip. 

Scientific novelty. Formulation of the proposed 
method is original. A feature of a quasi-optimal cover-
age algorithm, implemented in the software, is tra-
versal of all matrix cells by rows (columns) to deter-
mine and choose the optimal solution of the coverage 
problem. The choice of covering elements with the 
maximum weight and constructed before coverages 
constraint the number of covering squares for the rest 
faulty cells, which reduces the search time. 

Practical significance of the proposed method is the 
possibility of applying the method to on-chip repair 
components of digital systems-on-chips, including the 
addressable memory cells or addressable logic blocks. In 
general, this method can be applied for repairing any 
addressable components, located in the plane. 

Prospects for research are implementation of the 
technology for repair of digital systems-on-chips to 
enhance the reliability and yield of products, operating 
in critical environments such as space, aviation. 
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