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1Abstract—This paper describes the measurement method
and experimental technique with advanced instrumentation
setup for analysing the metastability behavior and
performance measurement of flip-flops used in programmable
logic devices. In order to demonstrate this testing approach,
the results for metastable characteristics parameters of one
FPGA digital circuit fabricated commercially in 90 nm CMOS
process are presented. The same test methods can also be used
for evaluation of timing reliability in digital circuits as well.

Index Terms—FPGA, metastability, testing, propagation
time

I. INTRODUCTION

ETASTABILITY is a central issue in the
synchronization of two or more asynchronous signals.

The standard method for accomplishing this task is to
employ a D flip-flop (FF) as the synchronizing element.
Metastability failure appears if data and clock input signals
violate setup and hold times, as the output signal of the FF
then becomes unpredictable [1]. The increased size of
structural and functional complexity of today’s digital
circuits, such as FPGAs (Field Programmable Gate Array),
has given rise to circuit designs with high numbers of
asynchronous clock domains, where metastability problems
occur most often, when the signal is transferred between
circuitry in unrelated or completely asynchronous clock
domains [2]. Concerning the reliability of digital circuit
design, metastability is a problem that cannot be avoided It
should be noted that manufacturers of digital circuits rarely
give information about these parameters.

Different experimental procedures have been employed to
accurately determine metastability characteristics, but the
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number of results cannot be compared because of different
excitation and recording methods, so there is no standard test
method. The results are very often presented through the
MTBF value (Mean Time Between Failure) due to
metastability, as an estimate of the average time between
instances when signal transfers could cause metastability
problems and design failure [3,4].

We have already presented a practical measurement
technique to determine the MTBF characteristics of
nonprogrammable and programmable logic devices using
high accuracy time interval measurement setup [5,6,7].
Here we present a subsequent approach based on integrated
propagation time characteristics, using a high speed digital
storage oscilloscope for the acquisition, measurement and
statistical timing of data analysis of metastable FF in FPGA
devices. Although input (IOB) FFs are normally used to
synchronize asynchronous input signals, the tests are
performed both for FFs located in IOB (Input Logic Block)
and CLB (Configurable Logic Block) areas .

II. CHARACTERIZING METASTABILITY

A. Metastability equation

It is well known that the input to a synchronizing FF must
be stable for a minimum time before the clock edge (setup
time tSU) and for a minimum time after the clock edge (hold
time tHD), in order to ensure reliable operation. The
synchronizer output is then available after a specified clock-
to-output propagation time (tCO), as shown in Fig. 1.

Fig. 1  A synchronizing FF must be stable for a minimum time before the
clock edge (setup time tSU) and for a minimum time after the clock

edge (hold time tHD), in order to ensure reliable operation

The problem with metastable events is not merely their
occurrence, but when the event causes inconsistent values to
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be latched into subsequent flip-flops. One manifestation of
metastability behavior is excessive propagation time of this
transition [8]. This increased delay will normally cause
timing violations in the subsequent (synchronous) circuit if
the output has not resolved itself by the time that it must be
valid for use, for example, as an input to another stage.
Because of the greater densities and more aggressive
clocking strategies applied today, FPGAs have become
more susceptible to these delay faults [9].

The metastability failure rate is usually calculated using
the equation that relates mean time between two failures
with operating conditions [10]:
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where:
- tR is the resolve time or the maximum time a digital

output can remain in a metastable state without causing
a synchronization failure,
- w is the metastable window and represents the

likelihood that a device enters into a metastable state,
- d is the metastability resolution time constant and

describes the speed at  which the metastable condition
is resolved,
- fc is the frequency of the system clock,
- fd is the frequency of the input signal.

Available resolve time is calculated in the following
manner:

)ttf1(t SUmax_COcR
     (2)

Therefore, the amount of resolve time tR allowed for a
device to settle plays a significant role in calculating its
failure rate. In our practical measurement technique, we
determine device depending characteristics, the metastability
resolution time constant d and the metastable window w, so
that circuit’s failure rate for different resolving time values at
specific frequencies of clock and data signals can/may be
calculated.

B. Metastability measurement method

Common methods for exploring MTBF use the
stimulating data and clock signal out of phase, representing
asynchronous signals that are most frequently used in real
systems today [11]. However, the probability of an FF going
into a metastable state will be higher if the input signal more
often  violates  the  setup  time  or  hold  time  of  the  FF.
Therefore, we use synchronous data and clock input signals
to deliberately induce metastability in testing FF. However,
it  is  necessary  to  consider  the  following.  A  MTBF
parameter is used to calculate the mean time between
synchronization failure events and is valid for random
events, input events that are uniformly distributed over the
clock period. Since we use a history-dependent method of

generating  input  events,  we must  take  care  that  it  does  not
affect the data and still obtain the results that correspond to
the excitation of random, asynchronous input signals.

As for the analysis of the results, we do not predetermine
the time (after the clock signal) at which the output state of
an FF is analyzed, as in the LTD (Late Transition Detection)
method [11]. We simply measure clock-to-output
propagation time at various setup, hold time values and store
the data for later processing.

For example, Fig. 2 shows a propagation time
characteristic measured for one general purpose FPGA
circuit, Xilinx’s 90 nm FPGA Spartan-3 within various
setup and hold time relationships. It is evident that the
clock-to-output propagation time starts to increase (black
line) as the time interval between data and clock signals
becomes less than 0.2 ns (setup time). At the same time, the
number of output signals with increased propagation time
but of regular voltage level (logical correct events)
decreases (blue line). The largest measured increase in
propagation time is 1.3 ns, with only 10 % of transitions
occurred. The measurement results correspond to data listed
in the manufacturer's specifications [12].
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Fig. 2 A propagation time characteristic and number events measured for
one general purpose FPGA circuit (Xilinx’s 90 nm FPGA Spartan-3) within

various setup and hold time relationships

To experimentally determine the metastability resolution
time constant d and the metastable window w, the edge of
the data signal is set at the centre of the metastable window.
This is usually adjusted, so the output signal of a FF favors
both high and low logic data equally, corresponding to 50 %
logically correct events [1]. (Using this Foley method type
of excitation is simpler than the principle used in our
original method [5].) The exact number of events is
determined by DSO counting, or can be estimated upon the
intensity of traces on the oscilloscope screen ( as in Fig. 3).

Based on all measured results, it is possible to determine
the decay function of this metastable state over time from
the histogram of time propagation data. The metastability
resolution time constant and the metastable window are
calculated by applying the principle described by [13,14].
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Fig. 3  Digital storage oscilloscope representation of data, clock and output
signals waveforms and statistical data of propagation time, for IOB FF in

Spartan-3 FPGA

III. EXPERIMENTAL TEST SETUP AND MEASUREMENT

RESULTS

In our first measurement setup, time intervals are
measured based on the start-stop principle, using a TAC
(Time-to-Amplitude Converter). The time resolution of this
analog method is very high (3.5 ps). Analog methods of time
interval measurement give an excellent opportunity to
analyze high-speed data signals with ps timing resolution
[15]. For determining only the decay of the metastability
state, such a sophisticated measurement setup might not
always be necessary. Therefore, we propose a metastability
test setup based on digital storage oscilloscope (DSO) for
data acquisition. The DSO is capable of continuous
measured data accumulation, storage and a statistical data
mining analysis of the results [7].

The main parts of the measurement setup are shown in
Fig. 4.

Fig. 4  Experimental metastability test setup based on digital storage
oscilloscope for data acquisition

A digital delay generator (Stanford Research DG353)
provides programmable clock and data fast pulse input
signals for FF under testing. The trigger output signal of the
generator is used as an external trigger input for a 10 GS/s
digital storage oscilloscope (LeCroy WaveRunner 6100).
The resolution of the signal generator (5 ps) is the only

sizable limitation of the accuracy of the measurement
method.

The  logical  connection  of  IOB  and  CLB  test  FFs  in
Spartan-3  FPGA  is  shown  in  Fig.  5.  In  each  device,  the
same implementation tests the IOB and CLB FFs
simultaneously.

Fig. 5.  Logical connection of IOB and CLB test FFs in Spartan-3 FPGA
for metastability test

The time waveform diagram of reference signals for
metastability test is shown in Fig. 6.

Fig. 6.  The time waveform diagram of reference signals for metastability
test

A. Evaluating the metastability parameters

In order to determine the statistical characteristics of
logically correct events, the oscilloscope is triggered by the
output signal of tested FF. A characteristic histogram of the
measured propagation time of approximately 25 x 103

events is presented in Fig. 7. The horizontal time base
represents the time from the moment of triggering the
oscilloscope “back” to the edge of the clock signal;
increasing settling time values are shown “from right to
left."

In Fig. 8 the X-axis represents the time from triggering Q
output back to the clock edge and, therefore, increasing
metastability time is shown from left to right. The value of 
for the metastable region can be measured from the
histogram. The slope of the metastable region starts at about
-1.0 ns and ends at -1.15 ns. For this instance,  is about 28
ps and is obtained from the reciprocal of the slope of the
histogram. This particular device is quite fast and
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metastable events cannot be observed as well as in slower
devices.

Fig. 7.  Digital storage oscilloscope representation of propagation time
histogram for IOB FF in Spartan-3 FPGA in metastability test
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Fig. 8.  Determination of resolution time constant for IOB FF in Spartan-3
FPGA in metastability test

The width of the metastable window w is determined for
different propagation time values from the same histogram.
It is first necessary to convert the vertical axis named by
numbers of metastable events to a time scale representing
the effective size of the metastable window for a given
propagation time. In order to make this conversion, it is
necessary to locate a point on the vertical axis which can be
mapped to a propagation time parameter on the x-axis.
Following the procedure in [14], events with normal
propagation time (measured value 0.966 ns) are assigned to
a metastable window that is equal to setup time (0.21 ns).
The width of the metastable window (from tSU to w) is
reduced in the same proportion as the number of events
(with larger propagation time). This is the basic idea that

determines the parameters necessary to calculate the
metastable window from the propagation time histogram.
By applying this approach to the measured data histogram,
metastable window values of 78.75, 7.88 and 0.65 ps are
calculated for events with propagation time 50, 120 and 180
ps larger than the normal value. As expected, events with a
large increase of propagation time are due to smaller
metastable windows. For high speed technologies, like
FPGAs,  only  events  that  occur  as  a  result  of  small
metastable window lead to “deep” metastability, while
those for larger values constitute the area of “deterministic”
metastability [13]. The results of these calculations for
Spartan-3 FPGA IOB FF are shown in Fig. 9.
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Fig. 9.  Determnation of width of the metastable window Tw for IOB FF in
Spartan-3 FPGA in metastability test

We present propagation time histogram results both for
IOB  and  for  CLB  FFs  in  Spartan-3  FPGAs  tested  within
three working regimes defined by the relation number of
logical correct events and total number of events (100 %, 50
% and 10 %). The working regime is defined by setup time.
The 100 % regime is derived from the 50 % regime by
increasing its setup time by 2 ns, which puts the FF into an
area of reliable/safe operation. The 10% regime is the area
of deep metastability, with a small number of logically
correct events, which are characterized by significantly
increased propagation time. Approximately 5000 data
points (propagation time) were collected for each working
regime. The Spartan-3 FPGA showed little difference
between IOB and CLB FF output behavior (Fig. 10. and Fig
11). the average value (mode) of propagation times is noted
in the upper right corner of each histogram. The histograms
clearly show an increase is propagation time and significant
skewing of their distribution as FFs are driven into a
metastable region of operation.

R&I, 2010, N4 7



Fig. 10.  Propagation time histogram for IOB FF in Spartan-3 FPGA at
different stimulus (100%, 50%, 10%) in metastability test

Fig. 11.  Propagation time histogram for CLB FF in Spartan-3 FPGA at
different stimulus (100%, 50%, 10%) in metastability test

IV. DISCUSSION AND CONCLUSION

In this paper, we have presented a modification of our
experimental method for the measurement of metastability
characteristics of synchronizing devices like FF using a
digital storage oscilloscope for data measurement and
analysis. By purposely changing parameters of input signals
and by measuring the propagation time, one can monitor the
entry of the FF into a metastable state, which is almost
impossible in real-life (true) operation of digital circuits. The
failures that we do detect provide us with a scaled estimate
of the number of true failures. For the purpose of

demonstration, the results are presented for IOB and CLB
FF outputs fabricated in one process (90 nm) of FPGA
devices.

Using the proposed experimental test setup based on a
deliberately induced metastability method, we found the
resolution time constant of Xilinx’s 90 nm FPGA Spartan-3
to  be  less  than  30  ps.  In  addition,  there  is  no  significant
difference for the IOB and CLB FF outputs. The effective
size of the metastable window depends on the propagation
time  of  the  metastable  events,  and  changes  by  dropping
from 0.1 ns to 1 ps.

Measurements on Spartan-3 using the LTD principle (to
be announced) resulted in a 25 % higher value of .
(Measurements were carried out with fd = 10 MHz and fc

90 MHz signals and suggest an increase of MTBF with
factor 2.4 x 106 for every additional 500 ps delay between
the clock signal – At lower clock and asynchronous data
frequencies MTBF increases inversely proportional to the
product of these two frequencies).

Available data for FPGA devices fabricated in 90 nm
processes yielded values of 20 to 50 ps (40 ps measured for
Xilinx) and can be used for a comparison/verification with
the results measured in our laboratory 16 .
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