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Abstract. The paper deals with problems of aggregation of electronic device models in computer-
aided design systems. Solution of this problem provides effective implementation of procedures of
parametrical synthesis and analysis. The general approach to mathematical representation of ag-
gregated models of electronic devices is represented. The ways to estimate adequacy of the repre-
sented aggregated models are given. The concept of the region of adequacy for the studied devices

is defined.
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Introduction

Design of modern electronic devices in various appli-
cations is impossible without usage of computer-aided
design (CAD) systems. Such systems ensure decreasing
time and costs of design. At the same time, they allow
increasing reliability and quality of the designed elec-
tronic devices. An important factor, which ensures effi-
ciency of CAD systems, is availability of the appropriate
mathematical models.

The basic theoretic problem of the above stated de-
vices development is creation of methods for a
macromodel forming based on the full mathematical
model of a device at the level of its components model.

Such approach uses an initial state of the scheme el-
ements equations and provides decreasing an order of
the set of equations in bounds of a permissible error.
This problem may be solved by means of aggregation
when some aggregated model of a less complexity is
determined with sufficient accuracy. The aggregation
problem is especially important for parametrical synthe-
sis because it includes multiple procedures of analysis
and therefore is sufficiently labour-intensiveness. So
usage of the aggregated models has significance not only
for improvement of efficiency of the parametrical syn-
thesis, but in many cases ensures its successful imple-
mentation.

The problems of models aggregation are closely con-
nected with determination of their adequacy. Develop-
ment of methods for aggregation of mathematical mod-
els for implementation of analysis and parametrical syn-
thesis of electronic devices in CAD systems has theoret-
ical and practical significance and is of great importance
for basic trends of electronic technique design automa-
tion.

Analysis of the last researches and publications

Based on analysis of the scientific-technical literature
[1, 2] it is possible to make conclusion that creation of
macromodels and their usage in CAD systems do not
coincide in time. This requires long previous
macromodeling and testing of macromodels in different
modes with subsequent record in the library of standard
models. To correct this disadvantage it is necessary to
create the simplified models of electronic devices of the
wide class. It makes also necessary to solve the problem
of mathematical model aggregation. Implementation of
aggregate models gives the possibility to unite develop-
ing and using mathematical models in the single auto-
mated design process. This paper deals with solution of
this problem.

As a result of the above stated problem solution, the
efficiency of the CAD systems application increases,
especially, at the stage of the parametric synthesis con-
sisting of multiple procedures.

The problem statement

Creation of the simplified models of electronic devic-
es may be formalized in the following way. The primary
model of a scheme based on the circuit nodes potentials
may be represented as a set of equations [3]

GX=1J, (1)

where G =[g;], (k= Ln) is the model matrix;
X =[x,x5,...,x,] is the vector of phase variables;
J=[Ji,J25-Jj,] 18 the vector of the right part of the set
(1 J=KJ, + Ko, +Kyd g1 3, = F,(X);

Jd:Fd(X); J.
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is the vector of input influences;



K,,K,,K; are some topological matrices; F,,F, are
some nonlinear and differential operators respectively;
n is dimension of the set of equations (1).

Only some components of the vector X, which de-
fine secondary parameters and scheme characteristics,
are of interest for analysis and parametrical synthesis of
electronic devices. Taking into consideration this aspect,
for these design procedures it is possible to consider the
following relationships instead of the set (1)

GX=1J;

Y = AX, 2)
where A=[a,], ((=Lp,k=Ln); Y=[y,y,-¥,]
is the vector of outputs.

The vector of new phase variables may be represent-
ed in the following form

Z=BX, (3)
where Z=[z,z,,...,zy]; Be RV xR"; N is dimension
of the vector Z, N<n.

The relationship (3) allows to define a vector of the
outputs Y in (2) with some error E permissible in prac-
tical situations

Y=CZ, CeR xRV, 4)
where Y-Y<E, EcR”, |E

After these definitions the set of equations of the ag-
gregated model becomes

GY=1J, (5)
where G is a matrix of the aggregated model of dimen-
sion NxN and Y =CZ.

| is a priori given.

Mathematical Description of Aggregated Models
of Electronic Devices

The important factor, which in many respects defines
strategy and tactics of aggregation, is the choice of phase
variables. On the one hand, the initial aggregated model
must have the minimal dimension. On the second hand,
it must be convenient for the research of its features.

The coordinate base consisting of circuit poles volt-
ages, nonlinear and transit-time elements satisfy these
requirements. Poles represent outputs, by means of
which sources and receivers of information signals, con-
trol signals and feedback circuits are connected up the
device. Analog-digital units, to which the analog and
digital components are connected up at the same time,
are called poles too. To carry out procedures of the ana-
log-digital circuit analysis or parametrical synthesis,
such units are divided into two parts such as analog and
digital by means of the special interfaces,

The mathematical model of the circuit of electronic
devices relative the above stated variables (4) may be

considered as an initial aggregated model. In some situ-
ations its equations (5), taking into consideration (4),
may be written in the following form [4]

G,®,+G,U +G,V, =-1, (6);
an(l)p +GniYi +GnnVn = _In 5

where G pp are conductance matrices of dimension
pxp; ®,={¢;}, (k= 1p )is the vector of potential

poles of dimension p; U,={u} (k= 1,i),

V,={v.} (k=1,n) are vectors of voltages of capacity
elements and nonlinear elements of dimensions i and n
correspondingly.

In relationships (6) the vectors of variables U; and
I, are connected with each other by the linear differen-
tial dependences and vectors V, and I, - by the nonlin-
ear algebraic ones.

Components of the model (6) are ordered in such a
way that satisfy the equation

Ve =Ji(x) (k= Lp+itn ), (7)
where y;,x;, are components of the vector of phase var-
iables and the vector of the right part of (7) correspond-
ingly and f; is some function.

There are some possible variants of electronic device
aggregated models representation.

In the first place, these models may be given in the
form of the set of equations with further implementation
in the form of program models. A separate case is repre-
sentation of the aggregated model in the form of the state
space equations

I, =AU, +BIL, +WJ ;
®,=CU, +DI, +PJ ,; (8)
V,=8U;+QL, +TJ ,,
where matrices A,B,W,C,D,P,S,Q,T are defined by
the submatrices of the matrix G ,, in the model (6).

In the second place, aggregated models may be repre-
sented in the form of the equivalent circuits. This allows
in some practical situations to analyze the intermediate

results.
In this case, the model structure may be described by

means of the oriented graph G, ={i;,u j,llf }, where

1°

u; are numbers of initial and terminal vertexes,

l/ll', j



which are incident to the arc /{ (k= 1,L ) correspond-
ingly, here L is a number of branches of the equivalent
circuit graph.

Structural features of the aggregated model may be

described by the algebraic set (G, F, Ve Fyg), where G

is the system support and F;,Fy; are the system

signatures. Sets F),;,Fy consist of one element only.
This element represents the relation of equivalence and
operation of the direct sum on graphs of G correspond-
ingly. This operation is defined in the following way
Ga ®Gb = Gc = {(ui’ujallf)}a

where

(upu .1y for If =17,
wpu;,19) for If = 1y;17 =1,
O I e Al S

10 for I = 11 =1,

(upu ;10 for If #17 #1,,

(u;,u

here /, means the graph arc, which is absent.

Every graph corresponds to the structural-group for-
mula

Gy =Gy ®G®..®G,,,Gy Gy, (i=1p),

ap?’

where Gge is the set of generatrices; p is a number of

n
generatrices.

For transition from aggregated model in the form of
equations to the equivalent electrical circuit it is neces-
sary to carry out the formal transition in a new coordi-

o
nate base by means of some representation X —»® of the
set X on the set @, where the relation o defined on
this pair of sets is the equivalence relation;

X=0,UV,, o={t) (=Lp+/).

If believe that elements of the set @ are the circuit
nodes potentials, the isomorphic universal environment
of the equivalent scheme will correspond to every equa-
tion of the set of equations (6). Such scheme is repre-
sented in Fig. 1.
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Fig. 1. The universal environment of the equivalent scheme
of the aggregated model

The initial mathematical model (8) for the complex
schemes has a high order. In this case, it is convenient to
create a model in parts. In other words, a model is devel-
oped on the level of the multipoint subcircuit. This pro-
cess consists of three stages. At the first stage, is formed
the circuit node model at the level of the subcircuits. At
the second stage, the model in the form (6), which con-
sists of subcircuits, is developed. At the third stage, the
connection of subcircuit models in compliance with a
matrix of the subcircuit connections is implemented.

To analyze nonlinear noninertial circuits, it is neces-
sary to create the model in the following form

G,®,+G,V,=1,;

pn’n
Gy ® , + Gy =1, , ©)

nn'-n
where [, =F(V,). Representation F:R" — R" has

some properties. It is continuous in R", eventually-
passive, one-to-one and its origin of coordinates belongs
to the region of the operator F . Furthermore, the repre-
sentation /; = F{(V}), which characterizes the circuit of

2m-port network is one-to-one and exists ¥, € R", for
which /; =0. The above stated network may be ob-

tained by means of connection to any n-m pair of out-
puts of a nonlinear sub-circuit of 2n-port network of the
steady voltage sources. The Sandberg-Wilson theorem
allows to make conclusion about existence of the set (9)
solution for any input influences. And this solution is
unique. Decrease of dimension of the model (9) may be
achieved due to determination of nonlinear elements,
which may be linearized.

To analyze the frequency characteristics of the linear-
ized electronic circuits, the linear model in the frequency
region is created

G,®,+G,V,=1;

G,®,+G;V,=-1,, (10)

where i, is k-th element of the vector /;, which is de-
fined by the formula

. dv

I =Cp “k B

dt
where ¢, is capacity of the k-th capacitor; v, is its volt-
age.
To create the aggregated model in some given range

of output signal frequencies, it is necessary to introduce

representation f:C — C'g of a set of all circuit conden-

sers C = {C,}, k= 1,i inthe set C'g . This set C'g must
be a subset of C, that is ég < C and é\ég = C,, where

g,v are potencies of the appropriate sets. Influence of



elements of the subset C, = {C,}, k= 1,v on frequency
characteristics is insignificant.

If a matrix A = nglCii has a simple structure for all
o from the given range of frequencies, where p = jo,
and C; =diag{c,,...,c;}, it is necessary to introduce a

matrix A, =®,, C;;'C; . The invariant subspace of this
matrix has dimension g . The basis of the subspace cor-

responds to eigenvalues X,..., X, of the matrix

Ak 1= 12).

In this case, the matrix X=[X,...,X ¢] 1s created
with a minor if the first rows g differing from zero. Af-
ter some identical transformations and transition to new
variables Y; =P'V; the second block equation of the
set of equations (10) becomes

P =G;'G,®,+Y,=-P'APY,,
where P is some additional matrix.
If the right lower block of the matrix P~'A,P of di-

mension vxv has the spectral radius lesser 1, it is possi-
ble to pass on to aggregated model equations relative to

variables connected with condensers Gg only

G®,+G V=1,
G, ®,+V, =—pD,V, . (11)
where elements of matrices G ,,.G ,,.G,, of equations

(11) are calculated by some formulae; D, is the diago-
nal matrix; p = jo.

Aggregation of models for analysis of dynamic pro-
cesses in nonlinear electronic circuits is directed to usage
of implicit methods of solving sets of the differential
equations. For models, which are described by the set of
equations (6) taking into consideration (8), the dynamic
processes will be defined by the spectrum of the matrix

_ -1
A=G;G,,G, —G;. Therefore the method of model

dimension decrease must be based on transformations,
which keep basic properties of this spectrum.

Methods of model adequacy determination at the
stages of analysis and parametric synthesis in CAD
systems

Estimation of adequacy region of a model may be
carrying out in the following way. If to denote a vector
of output parameters calculated on the full model

Yn = (ynl""’ynm)T s

an estimation of the degree of aggregated model accura-
cy may be represented by a vector

E=(g,..6,)", (12)
where &; =(y; - »,)/y, 18 the relative error of the j-th
parameter modeling

The vector estimate (12) may be changed by the sca-
lar one [5]
€, = ||E

where ||| denotes some vector norm.

b

In this case, region of adequacy of an aggregated
model will represent such region in the space of the ex-
ternal parameters O, for which the condition

€, <0,
where § is maximally possible error of aggregated mod-
el must be satisfied.

Then the adequacy region (AR) may be represented
in the following form

AR ={QeQ; g, <6},
where Q =(g,.....q;)" is a vector of external parameters.

An adequacy region has complex configuration,
therefore check of accessory of the AR points requires
sufficient computational burden. In this case, it is neces-
sary to use adequacy region approximation (ARA)
based on the simplicial approximation of the bounded
hypersurfaces of AR and replacing of these
hypersurfaces in the given region. In practical situations
it is most convenient to implement the approximation
based on algorithm “increase — motion”. Unfortunately
its implementation is accompanied with large computa-
tional; burden too. Approximation by the criterion of the
maximum of the minimal rib has not such disadvantage.
In the formalized representation this method of approxi-
mation looks like

min Max(q; e — Gimin)/ 4 » ARA C AR, i € [l,k].

But usage of such approximation does not guarantee
determination of the given AR, which belongs to the real
adequacy region (RAR).

For example, in the case of the two-dimensional
space Qp with coordinates U, (an amplitude of the in-

put signal) and f (a frequency of another input signal)

AR for ¢, =& looks like the region represented in Fig.

2.

Approximation of such AR, implanted by the above
given criterion, defines ARA represented by the shaded
rectangular (Fig. 2). But sometimes application of this
method may lead to loss of adequacy as it is shown in
Fig. 3a. In some cases, the model may be defined as ad-
equate at all the given region of adequacy (Fig. 3b).
Nesting of the given region in RAR may be checked us-



ing conditions of nesting, which may be given in the
form of inequalities

3 S/ 3 S
9 max Sqimax’ 9 min Sqmjn L= l’m’

where the given and real bounds of AR are compared

correspondingly.
T

Uz

Fig. 2. Determination of model adequacy: 1 is an adequacy
region; 2 is an approximated adequacy region
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Fig. 3. Special cases of AR: 1 is a given adequacy region; 2 is
a real adequacy region

For estimation of errors of i-th output characteristic
modeling it is convenient to use based interval estimates
g =[e;8,],

where & = (v = yi)/ yii; &; = —wi)/yji are per-
missible errors, which correspond to the lower and upper
bounds of an interval for the output characteristic.

An error of model linearization for changed input in-
fluences and control parameters values may be estimated
based on methods of the interval analysis. Such estima-
tion must include some stages such as:

1) estimation of linearization error &; for every non-

linear element depending on voltage applied to it;

2) estimation of change of voltage at every nonlinear
element depending on ranges of input signals and control
parameters changes;

3) determination of operator P(c) and an error of po-

tential calculation for some known vector of error inter-
val §.

An aggregated model for analysis problem solution is
created for a priori given values of external parameters.
Therefore the adaptation problem is formulated as the a
priori passive model adaptation. The criterion of this
problem is the maximum efficiency of model function-
ing in CAD system environment. The parametrical syn-
thesis has other peculiarities. In this case, a model is set
for the definite ranges of change of external variables
including control ones. But parameters of both scheme
and model are constantly changed during extremum
search. In this connection, the necessity to complete the
optimization procedure by the additional procedure for
model adaptation is arisen. This additional procedure
must be a priori passive.

Conclusions

The generalized approach to aggregation of mathe-
matical models of electronic devices, which allows to
formalize all stages of model equations forming in the
basis of the node potentials is presented. The model ag-
gregation method for parametrical synthesis and analysis
of the aperiodic schemes dynamic characteristics, which
is oriented on usage of non-implicit methods of differen-
tial equations solving, is developed. The way of aggre-
gated model adequacy estimation based on the method of
interval estimates is suggested.
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I.B. IIpacoa. ArperyBanns mogesneil B CAIIP e1ekTpoHHMX NPHCTPOIB

CraTTIO MPHUCBSIUEHO MPOOIeMaM arperyBaHHs MOJICIICH B CHCTEMaX aBTOMAaTH30BaHOTO MPOCKTYBAHHS €ICKTPOHHHIX
PpUCTPOiB. Po3B’s13anHs 11i€T poOireMu HeoOXinHO sl €PEeKTUBHOI peaizallii mporeayp mapaMeTpUIHOTO CHHTE3Y
Ta aHami3y. [IpeacraBneHo y3araibHEHUH MiAXiJ 0 MaTEeMaTUYHOTO MPECTABICHHS arperoBanux mozeneii. Hamano
CHoCcOOM OIIIHIOBaHHSI aJIEKBATHOCTI arperoBaHUX Mojelici. Bu3HaueHO KOHIICIIIIIO OI[iHFOBAaHHS 00JIacTi aJieKBaT-
HOCTI TaKUX MOJIEJICH ISl IIPUCTPOIB, IO TOCIIIKYIOTHCS.

KarwuoBi ciioBa: cucteMu aBTOMaTH30BaHOTO MPOEKTYBAHHS; MapaMETPUUHUI CHHTE3 €IEKTPOHHUX CXEM; arpero-
BaHIl MOJ€El; OLIHKA afeKBaTHOCTI.

Ipacoa Irop BiktopoBuu. [lokrop texniunux Hayk. [Ipodecop. Kadenpa Giomeanunoi inxenepii, XapKiBCbKHii
HaIllOHATBHUH YHIBEPCUTET PaIiOeIeKTPOHIKH, XapKiB, YKpaina.
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