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Abstract — In this work a mathematical model of active queue management in a system with Service Oriented Architecture
(SOA) according to a Random Early Detection algorithm is presented. Analysis of the algorithm efficiency for overload prevention in
SOA systems is done. Influence on the system performance of such algorithm’s parameters as mark probability denominator, minimal
and maximal threshold values of queue length is studied. Recommendations on selection of the values of algorithm’s parameters to in-
crease the efficiency of overload prevention in distributed infocommunication SOA systems are formulated.
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AHHOmMayus — B paboTe npeactasrneHa matemaTuyeckasi MOAenb akTUBHOIO yNpaBneHus ovepensiMum B CUCTEMe C CepBuUC-
opueHTUpoBaHHoI apxutekTypol (Service Oriented Architecture, SOA) B COOTBETCTBUM C anirOPUTMOM NPOU3BOSIBHOTO paHHEro obHa-
pyxenus (Random Early Detection, RED). lNpoBeaeH aHanua achdeKTMBHOCT AAHHOrO anroputMa Ans npefoTBpaLleHns neperpy3ok B
cuctemax SOA. VccneposaHo BAMsiHWE Ha paboTy anropuTMa Takvx ero napameTpoB Kak nokasaTterb rpaHuyYHON BEPOATHOCTU, MUHM-
ManbHOe M MaKkcMmanbHOe MOpOroBble 3HaYeHUst AnuHbI odepean. ChopMynnpoBaHbl PeKoOMeHAaUMn No BbIGOPY 3HAYEHWI yKa3HbIX
napameTpoB AN NoBbIWeHNS 3 PEKTUBHOCTU BOPLOLI C Neperpyskamu B pacnpeaeneHHbIX MHPOKOMMYHMKaLMOHHbIX cuctemax SOA.

rithms based on average queue length such as Random
Early Detection (RED) algorithm studied in this work are
the most popular and most challenging [2, 3]. Though
their efficiency for SOA systems at different values of
parameters of the algorithm still needs to be studied.

l. Introduction

The onrush of technologies of virtualization and
cloud computing and introduction of “Everything as a
Service” (EaaS) concept that one can see during the last
years raises new requirements to telecommunication
infrastructure providing communication in these complex
distributed infocommunication systems. Today most of
such systems are built according to a Service Oriented
Architecture (SOA) approach [1]. When SOA is used, all
system functions are represented as independent dis-
tributed components — services, which can be both
whole applications and their separate functional mod-
ules. These services allow providing different business-
processes communicating over the network in a certain
sequence. Services must have standardized interfaces
to ensure their reusability for development of new appli-
cations as well as modification and enhancement of ex-
isting ones. Interaction of services is realized according
the principle of “publishing-search-connection” (fig. 1):
application that provides a certain service (service pro-
vider) places information about it in a service catalogue
(repository). Service consumer — application that needs
functionality of this service, finds information about it in
repository to establish connection with this service and
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Fig. 1. Principle of “publishing-search-connection”
in distributed SOA systems

Puc.1. Bzaumodelicmsue cepgucos o npuHuuny

send a request.

One of the key roles in providing the required quality
of service when such a complex service is proposed be-
longs to a Service Level Agreement (SLA). So the meth-
ods of control of system (computer and network) re-
sources become very important. These methods include
such mechanisms as queue management, load balanc-
ing, traffic control [2]. Methods of active queue manage-
ment (ACM) are one of the most important in preventing
the system overload by dropping the packets from queue
(fig. 2). The Active Queue Management (AQM) algo-

«nybrukayusi-nouck-coeduHeHuUe» 8 pacrnpedesieHHbIX
cucmemax SOA

Il. Main Part
The RED algorithm is based on calculation of the av-
erage queue length [3] according to the next formula:
avg=(1-W)-avg+W -q (1)
1
where W — weight of a queue, W =2"; n — expo-
nential weight; g — current queue length.
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Fig. 2. Queue management algorithms classification.
Puc. 2. Knaccugbukayusi arn2opummos yrnpasreHusi o4epedsamu

The probability of packet dropping depends on aver-
age queue length and RED algorithm parameters: mark
probability denominator max_p and minimal and maxi-

mal threshold values of queue length — min_th and
max_th respectively:

0, avg <min_th
P, = <max_p M min_th <avg<max_th (2)
max_ th—min_ th
1 max_th < avg

The model of queue management according to the
RED algorithm was developed using Coloured Petri Nets
(CPN) [4]. The CPN module of queue management was
integrated into the hierarchical Petri Net model of distrib-
uted SOA system described in [5]. Simulation was car-
ried out in CPN Tool program package.

Results of studying the influence of minimal thresh-
old value of queue length on efficiency of RED algorithm
is presented on fig. 3, 4.
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Fig. 3. Diagrams of dependency of packet loss
probability on intensity of input traffic at different
minimal threshold values of queue length.

Puc. 3. lpaghuku 3asucumocmu 8eposimHocmu rnomepu
rnakemoe om UHMeHCU8HOCMuU 8xo0H020 mpadbuka npu
pasnuYHbIX MUHUMAITbHBIX TOPO208bIX 3HAYEHUSIX
OnuHbl o4epedu

The diagrams show that increasing this parameter
leads to decrease of packet drop probability and thus
increases the probability of buffer overflow, reducing the
efficiency of the algorithm.

lll. Conclusion

A mathematical model of active queue management
based on Coloured Petri Nets is presented. Analysis of
efficiency of the Random Early Detection algorithm for
overload prevention in systems with Service Oriented
Architecture is done. The carried out research has
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shown that the RED algorithm shows the better efficien-
cy at lower minimal threshold values of queue length
min_th and higher maximal threshold values max_th .
Increasing the value of mark probability denominator
max_p also helps to prevent the buffer overflow making
the performance of the SOA system more efficient at
high load conditions, though when the load factor ex-
ceeds the value of 2 the efficiency of the RED algorithm
decreases and loss as a result of “tail drop” mechanism
is unavoidable.
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Fig. 4. Diagrams of dependency of packet drop

probability on intensity of input traffic at different
minimal threshold values of queue length.

Puc. 4. paghuku 3asucumocmu eepossimHocmu
ombpacbigaHUsi Nakemos om UHMeHCcU8HoCmu
8X00H020 mpachbuka rpu PasiuyHbIX MUHUMAIbHbIX
10p0208bix 3HaYeHUsIX OnuHbI o4epedu
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