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Quantum Models for Description of Digital Systems  
 

    Hahanov V.I., Hahanova I.V., Litvinova E.I., Priymak A.,  Elena Fomina*,
Maksimov M., Tiecoura Yves, Malek Jehad Mohammad Jararweh (Jordan), 

Computer Engineering Faculty, Kharkov National University of Radioelectronics, Kharkov, 

Ukraine, *Tallinn Technical University, Estonia   
 

Abstract 
 

Quantum models for description of digital systems 

and results of studies concerning the models and 

methods of quantum diagnosis of digital systems, qubit 

fault simulation and analysis of fault-free behavior are 

presented. 

 

1. Introduction 
 

Quantum calculators are effectively used for fault-

tolerant design and solving optimization problems by 

way of the brute-force method through the use of set 

theory [1-7]. A set of elements in the traditional 

computer is orderly, because each bit, byte or other 

component has its own address. Therefore, the set-

theoretical operations are reduced to exhaustive search 

of addresses of primitive elements. Address order of 

data structures useful for applications where model 

components can be strictly ranked, which makes it 

possible to carry out their analysis in a single pass (a 

single iteration). If there is not order in the structure, 

for example, the set of all subsets, the classical model 

of memory and computational processes disimprove 

the analysis time of primitive association equal by the 

rank, or processing of associative groups is ineffective. 

What can be offered for unordered data instead of 

the strict order? Processor, where the unit cell is the 

image or pattern of the universe of n primitives, which 

generates 
n2Q =  all possible states of a cell as a 

power set or the set of all subsets. Direct solution about 

creating such cell is based on unitary positional coding 

states of primitives that form the set of all subsets and 

in the limit the universe of primitives by superposition 

of last ones [8]. History of the issue of the necessity for 

developing quantum computing on the background of 

the technological revolution in nano-electronics fit in a 

few of clear theses: 

1) Quantum Computer was created the experts in 

the field of quantum mechanics and electronics, who 

introduced the idea of creating a non-numeric analog-

based computer.  

2) The introduced notion of a qubit [9-11] 

corresponds to the power set of primitives, which is the 

ideal nonnumeric form of object component 

description for analysis, synthesis and optimization of 

discrete objects. 

3) The forms of qubit representation are the 

following: 1. The universe of primitive symbols, which 

generate the set of all subsets (power set). 2. Binary 

vectors, where the power set is a combination of unit 

values of primitives. 3. Hasse diagram, which forms 

the power set of all possible solutions on the graph. 4. 

Full transition graph, which determines the set of all 

subsets of transitions in the form of arcs. 5. The 

geometric representation in a plane for a qubit in the 

form of points and segments corresponding to the 

Boolean (power set). 

4) In practice, more than 90% of all IT-industry 

problems associated with information retrieval in 

cyberspace, pattern recognition and decision-making 

are related to the field of discrete mathematics, where 

it is difficult to find a place of numerical arithmetic. 

5) It is necessary to create associative logic brain-

like parallel (quantum) processors, which effectively 

use Boolean (qubit) primitives or elements (sets) to 

solve problems of discrete mathematics. 

6) Set-theoretic operations have to be replaced the 

isomorphic logical instructions (and, or, not, xor) for 

the subsequent creating a new system of parallel qubit 

programming to solve logic and optimization 

problems, based on qubit data structures. 

7) Another solution for organization computing is 

associated with topological representation of the qubit, 

where the elements are the geometric shapes [6]. 

8) Nonnumeric problems, focused to the use of 

quantum processor are the following: minimization of 

forms of Boolean functions, when describing complex 

systems; searching paths in the graph; testing and 

diagnosis of digital systems; combinatorial studies of 

processes and phenomena; intelligent data searching, 

pattern recognition and decision making; discretization 

of fuzzy models and methods, when creating the 

intelligence; digital data processing and the developing 

efficient codec for DSP-devices. 
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2. Quantum models for description of 

digital systems 

Information quantum is a spatio-temporal frame of 

vector description of the functionality in the form of a 

qubit, specifying the power set of states on the set of 

variables. 

Qubit is a vector or:  

1) The vector form of unitary coding of primitive 

universe to represent power set, which allows using 

logic operations instead of set-theoretic ones to 

significantly speed up the processes of synthesis and 

analysis of discrete systems. 

2) The vector form of compact definition of digital 

system functionalities and their components in the 

form of address ordered values of input variables for 

status column of the truth table. 

Qubit synonymous are: Q-coverage, vector truth 

table, implicit truth table, implicitly addressed status 

vector of functionality, vector or tuple of implicitly 

addressed functionality states, vector form of a cubic 

coverage. Qubit is a functional abstraction, and 

quantum is a component of the system. 

Information quantum of the system is a structural 

primitive, which is invariant to the implementing 

technologies of the functionality (hardware, software). 

Moreover, the quantum synthesis of digital systems is 

no longer tied to the mandatory existence of an inverter 

that provides functionally complete basis. The quantum 

format 
)Y,Q,X(Q =
 includes interface, input and 

output variables, as well as qubit-vector Q, defining the 

functionality 
)X(QY =

, dimension of which is 

determined by the power function of the number of 

input lines 
n

2k = . The modeling procedure on the 

quantum of the functionality is reduced to writing the 

qubit bit status in the output variable Y, the address of 

which is generated by concatenation of the states of the 

input variables: 
)X*...X*...X*X(Q)X(QY kj21==
. 

For modeling digital systems, where components are 

interrelated quantum-primitives, based on the vector of 

equipotential lines M, the procedure for processing 

quantum is defined by the expression: 

)]X*...X*...X*X(M[Q)]X(M[Q)Y(M kj21==
.  

Given the through numbering of the quantum 

primitives the universal procedure for modeling current 

i-quantum will have the following format: 

)]X*...X*...X*X(M[Q)]X(M[Q)Y(M ikij2i1iiiii ==
. 

In this case, the algorithm for analyzing digital system 

is greatly simplified; the speed of interpretive 

simulation is increased in 
n

2  times due to increase of 

memory volume for describing the functionality of the 

circuit structure. 

Synthesis of a quantum of digital system is reduced 

to superposition of the quanta of its functionalities. For 

example, for the three quanta-primitives, which 

compose a circuit, the operation of superposition forms 

a quantum of whole functionality, where the dimension 

of the qubit-vector will be greater than the sum of the 

qubits of original primitives: 

.g1000011101110111

e

d

b

a

g0111
f

c

f0111
e

d

c1000
b

a

=

=

 
But at the same modeling procedure will be 

represented by only one qubit reference to read the 

contents from the cell instead of three ones, when the 

system consists of three qubits. Qubit representation of 

the functional elements makes it possible to introduce 

new circuit design symbols associated with the decimal 

number of the quantum vector defining functionality. 

If a system of logic elements has n=2 inputs, then 

the number of possible functions is equal to 
n22k = , 

where the types or numbers of functional are shown in 

the bottom line of the table below: 

1514131211109876543210f

101010101010101011

110011001100110010

111100001111000001

111111110000000000

=  

Moreover, on the basis of a set of qubits of the first 

level, defining functions of two variables, we can enter 

a qubit for unitary encoding two-input functions that 

allows creating a structure for simultaneous defining 

and analyzing all the states of the discrete system, 

where the input variables are the functionals of the first 

level: 

0011000000111110Q

101010101010101011

110011001100110010

111100001111000001

111111110000000000

=
 

4910615141312702185311Q

101010101010101011

110011001100110010

111100001111000001

111111110000000000

=  

This table four vectors-primitives of input variables 

(00,01,10,11) are shown, which form 
422

22k ==  
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complete set of all possible functions, which are treated 

as primitives of second level. Then the vectors - 

primitive of output variables (16 columns from 0000 

up to 1111), form already 
1642 22k ==  functional 

primitives, which are part of a more complex discrete 

system; they can be analyzed in parallel! Further it is 

possible to extrapolate creating a more complex system 

of qubits, where the vector Q=0111110000001100 

represented in bottom line will be considered as one of 

1622k =  primitives of the third hierarchy level. In 

each hierarchy level of qubits the number or Boolean 

(power set) of states depends exponentially on the 

number of primitives-vectors 
n22k = . If the vector Q 

has all unit values Q=1111111111111111, it 

simultaneously determines the space that contains 16 

symbols of two-stroke alphabet, which correspond to 

the Boolean (power set) on the universe of four 

primitives. 

The main innovative idea of quantum computation 

compared to the von Neumann machine is to move 

from computational procedures of the byte-operand, 

defining in the discrete space a single solution (point) 

to the quantum parallel processes of the qubit-operand, 

at the same time forming the power set of solutions. In 

this thesis the future of high-performance computers 

for parallel non-digit analysis and synthesis of 

structures and services for discrete cyberspace are 

formulated. Otherwise, computational complexity of 

the procedure for processing a set of n elements in a 

quantum processor and a single element in von 

Neumann machine are equal due to respective n-fold 

increase in the hardware complexity of the quantum 

structure.  

Three-element circuit, presented above by quanta or 

vectors, can be represented by circuit, where 

corresponding decimal numbers will be featured 

instead of the vectors: 

g34679

e

d

b

a

g14
f

c

f14
e

d

c1
b

a

=

. 

When processing this form of functional quanta it is 

necessary to expand the decimal code to binary vector 

and calculate the address of a cell, the contents of 

which will determine the state of the output variable, in 

this case – g. 

A somewhat different circuitry, not based directly 

on the transistors can be presented in the form of graph 

structures, where each node (arc) is identified with the 

functional transformation, which is given by the 

quantum vector. The arc (node) defines the relationship 

between the functional quanta, as well as input and 

output variables. The implementation of such 

structures is based on the memory cells (FPGA LUTs), 

which are capable to store information in the form of a 

vector, where each bit or digit has an unique address, 

identified with the input word. However, the software 

implementation of the structures is competitive in EDA 

market in speed due to addressed implementation of 

modeling processes for the functional quanta. In 

addition, hardware support for EDA systems in the 

form of Hardware Embedded Simulator (HES, Aldec) 

acquires a new motivation for system-level design of 

digital products, when software and hardware solutions 

have the same quantum format. Three generic graph 

forms of digital functionality, which use the quantum 

vectors to define the behavior of logical primitives, are 

shown in Fig. 1. The right form is interesting by its 

register implementation that can be used to formalize 

the descriptions of both software and hardware models 

of gate, registry and system levels. Now this 

presentation is unusual and difficult for perceiving by a 

person, but it is technological and easily “understood” 

by computer to automatically create efficient software 

systems for analyzing and synthesizing computing 

structures and cyberspace services. 

A one-dimensional quantum is a vector describing 

the functionality. It can be associated with the output 

(internal) line of the unit, which is formed by the 

quantum in simulation process. The register 

implementation of a combination unit can be 

represented by the modeling vector M; the 

functionality with arcs is associated with non-input 

lines going from the input variables, the states of which 

form an address of a quantum bit. The functionality 

forms the states of non-input line under study. 

Otherwise, if the functionality is described by single 

output primitives, each of them can be identified by 

number or coordinate of non-input line associated with 

the element. If the functionality is multi-output, the 

qubit is represented by a matrix with the number of 

rows equal to the number of outputs. The preference of 

such primitive lies in the parallelism of concurrent 

computing the states of several outputs in one access to 

the matrix at the current address! This fact is an 

important argument in favor of synthesis of generalized 

qubits for fragments of a digital unit or whole circuit 

for their parallel processing in a single time frame.  

The ideal data structure, where the quanta of 

functionalities and numbers of input variables are 

associated with non-input lines of the unit, is the 

following structured table: 
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It shows external variables of a digital circuit, how 

many quantum primitives available in the structure, 

and which inputs are associated with each quantum

vector. The advantage of the 

vector of output numbers for each primitive, but it is 

still a need to have numbers of input variables for 

generating addresses, processing of which is time

consuming. Model for analyzing the circuit structure is 

simplified to calcu

the modeling vector 

the complex address of the primitive output when 

writing output states in the coordinates of the vector M.

          

Fig. 1

The structure contains 12 lines (arcs), associated 

with the quantum functionalities (1 = 0001, 7=0111, 

14=1110). It is similar to the traditional struct

functional model of a combinational circuit. Graph b 

looks like Sharshunov’s register transfer model, which 

is reversed first structure. Here, blue horizontal arcs are 

identified with functionalities, and nodes 

groups of input lines for fun

register variables by green vertical arcs. States of these 

lines form a binary vector used as an address for 

calculating quantum state (logic element or more 

complicated functional one). The variables used in 

forming an address fo

can be combined into a single node, with showing all 

the identificators of lines, which form vector

The register graph of combinational circuit quanta is 

the ranked by levels of input signal formation, enabling 

conditions for concurrent handling of the elements of 

the same level and performability of Seidel iterations, 

which improve the performance of algorithms for fault

free simulating digital systems. Thus, the quantum

register graph of a digital circuit is disco

galvanic connections) flexible system of 

interconnected addressed primitives for creating 

functional structure of any complexity, especially on 

PLD, where all combinational primitives are 

implemented by memory elements (LUTs), which 

provides h

L 1 2 3 4 5
M 1 1 1 1 1
X . . . . .
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. . . . .
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. . . . .

It shows external variables of a digital circuit, how 

many quantum primitives available in the structure, 

and which inputs are associated with each quantum

vector. The advantage of the 

vector of output numbers for each primitive, but it is 

still a need to have numbers of input variables for 

generating addresses, processing of which is time

consuming. Model for analyzing the circuit structure is 

simplified to calculating two addresses when forming 

the modeling vector M

the complex address of the primitive output when 

writing output states in the coordinates of the vector M.
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. Graph forms of quantum functionalities 

The structure contains 12 lines (arcs), associated 

with the quantum functionalities (1 = 0001, 7=0111, 

14=1110). It is similar to the traditional struct

functional model of a combinational circuit. Graph b 

looks like Sharshunov’s register transfer model, which 

is reversed first structure. Here, blue horizontal arcs are 

identified with functionalities, and nodes 

groups of input lines for fun

register variables by green vertical arcs. States of these 

lines form a binary vector used as an address for 

calculating quantum state (logic element or more 

complicated functional one). The variables used in 

forming an address fo

can be combined into a single node, with showing all 

the identificators of lines, which form vector

The register graph of combinational circuit quanta is 

the ranked by levels of input signal formation, enabling 

ditions for concurrent handling of the elements of 

the same level and performability of Seidel iterations, 

which improve the performance of algorithms for fault

free simulating digital systems. Thus, the quantum

register graph of a digital circuit is disco

galvanic connections) flexible system of 

interconnected addressed primitives for creating 

functional structure of any complexity, especially on 

PLD, where all combinational primitives are 

implemented by memory elements (LUTs), which 

provides high operation performance and online 
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13 34 A7 75
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It shows external variables of a digital circuit, how 

many quantum primitives available in the structure, 

and which inputs are associated with each quantum

vector. The advantage of the table is absence of the 

vector of output numbers for each primitive, but it is 

still a need to have numbers of input variables for 

generating addresses, processing of which is time

consuming. Model for analyzing the circuit structure is 

lating two addresses when forming 

X(M[QM ii =

the complex address of the primitive output when 

writing output states in the coordinates of the vector M.
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. Graph forms of quantum functionalities 

The structure contains 12 lines (arcs), associated 

with the quantum functionalities (1 = 0001, 7=0111, 

14=1110). It is similar to the traditional struct

functional model of a combinational circuit. Graph b 

looks like Sharshunov’s register transfer model, which 

is reversed first structure. Here, blue horizontal arcs are 

identified with functionalities, and nodes 

groups of input lines for functionalities, combined in 

register variables by green vertical arcs. States of these 

lines form a binary vector used as an address for 

calculating quantum state (logic element or more 

complicated functional one). The variables used in 

forming an address for a quantum of the functionality 

can be combined into a single node, with showing all 

the identificators of lines, which form vector

The register graph of combinational circuit quanta is 

the ranked by levels of input signal formation, enabling 

ditions for concurrent handling of the elements of 

the same level and performability of Seidel iterations, 
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free simulating digital systems. Thus, the quantum

register graph of a digital circuit is disco
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interconnected addressed primitives for creating 

functional structure of any complexity, especially on 

PLD, where all combinational primitives are 

implemented by memory elements (LUTs), which 

igh operation performance and online 
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It shows external variables of a digital circuit, how 

many quantum primitives available in the structure, 

and which inputs are associated with each quantum

table is absence of the 

vector of output numbers for each primitive, but it is 

still a need to have numbers of input variables for 

generating addresses, processing of which is time

consuming. Model for analyzing the circuit structure is 

lating two addresses when forming 

)]X i  by eliminating 

the complex address of the primitive output when 

writing output states in the coordinates of the vector M.
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. Graph forms of quantum functionalities 
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with the quantum functionalities (1 = 0001, 7=0111, 
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register variables by green vertical arcs. States of these 

lines form a binary vector used as an address for 

calculating quantum state (logic element or more 

complicated functional one). The variables used in 

r a quantum of the functionality 

can be combined into a single node, with showing all 

the identificators of lines, which form vector-address. 

The register graph of combinational circuit quanta is 

the ranked by levels of input signal formation, enabling 

ditions for concurrent handling of the elements of 

the same level and performability of Seidel iterations, 

which improve the performance of algorithms for fault

free simulating digital systems. Thus, the quantum

register graph of a digital circuit is discontinuous (by 

galvanic connections) flexible system of 

interconnected addressed primitives for creating 

functional structure of any complexity, especially on 

PLD, where all combinational primitives are 

implemented by memory elements (LUTs), which 

igh operation performance and online 

It shows external variables of a digital circuit, how 

many quantum primitives available in the structure, 

and which inputs are associated with each quantum-

table is absence of the 

vector of output numbers for each primitive, but it is 

still a need to have numbers of input variables for 

generating addresses, processing of which is time-

consuming. Model for analyzing the circuit structure is 

lating two addresses when forming 

by eliminating 

the complex address of the primitive output when 

writing output states in the coordinates of the vector M. 
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Repair of logical primitives in the operation due to 

readdressing faulty elements on spare primitives (line 

3), just as is done in the memory matrix; 2) Index 

addressing each quantum of the matrix 

primitives (in the example we can replace three faulty 

primitives, one of each layer); 3) Providing high 

performance of combinational unit prototype based on 

quantum primitives implemented in PLD LUTs due to 

parallel processing of quantum primiti

layer; 4) Developing a matrix quantum multi

processor, focused on synthesis of hardware prototypes 

of combinational units of large dimension to 

significantly speed up testing and verification of digital 

systems on chips like Aldec Hardware 

Simulator (HES); 5) Developing methods of analysis 

and synthesis of combinational circuits, focused to 

matrix realizing quantum structures of logic elements 

by means of their implementation in PLD memory 

elements; 6) Developing a code generator fo

implementing the quantum matrix of combinational 

circuit in the structure of PLD circuit primitives; 7) 

Designing a control automaton for functional 

processing and repairing the quantum matrix of 

combinational unit implemented in PLD structure.

functioning involves three items:

combinational unit.
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is focused on solving the following problems: 1) 

Repair of logical primitives in the operation due to 

readdressing faulty elements on spare primitives (line 

3), just as is done in the memory matrix; 2) Index 

addressing each quantum of the matrix 
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matrix realizing quantum structures of logic elements 

by means of their implementation in PLD memory 

elements; 6) Developing a code generator fo

implementing the quantum matrix of combinational 

circuit in the structure of PLD circuit primitives; 7) 

Designing a control automaton for functional 

processing and repairing the quantum matrix of 

combinational unit implemented in PLD structure.

The process model of control automaton 

functioning involves three items:

1. The initiation of the next input action for 

combinational unit. 

µ = µij , i =

X
XX1

X
X

5
771

4
3

7
AA1

2
1

1ij

Y,Q,X( ijijij

repairing the logic modules. The discontinuous 

register graph of Fig. 1 can be represented as 

 for parallel

serial processing logic primitives:  

which shows the interaction of quanta at thre

operation levels in accordance with the format (X

output for each primitive: [(1,2

8), (7,5–7–9)], [(8,6–

C)]. To provide the correctness of the functionality, 

it is necessary to generate all input variables till a given 

moment. Therefore quantum-register graph is split into 

operation levels, where all primitives within a single 

level can be processed in parallel, and the levels 

succession. Quantum matrix due to its regular structure 

d on solving the following problems: 1) 

Repair of logical primitives in the operation due to 

readdressing faulty elements on spare primitives (line 

3), just as is done in the memory matrix; 2) Index 

addressing each quantum of the matrix 

 for rapid repair 

primitives (in the example we can replace three faulty 

primitives, one of each layer); 3) Providing high 

performance of combinational unit prototype based on 

quantum primitives implemented in PLD LUTs due to 

parallel processing of quantum primitives of a single 

layer; 4) Developing a matrix quantum multi

processor, focused on synthesis of hardware prototypes 

of combinational units of large dimension to 

significantly speed up testing and verification of digital 

systems on chips like Aldec Hardware 

Simulator (HES); 5) Developing methods of analysis 

and synthesis of combinational circuits, focused to 

matrix realizing quantum structures of logic elements 

by means of their implementation in PLD memory 

elements; 6) Developing a code generator fo

implementing the quantum matrix of combinational 

circuit in the structure of PLD circuit primitives; 7) 

Designing a control automaton for functional 

processing and repairing the quantum matrix of 

combinational unit implemented in PLD structure.

ss model of control automaton 

functioning involves three items: 

1. The initiation of the next input action for 

=1, p; j =1, q

X14
X
XX7

C14
9
697

B14
6
887

32

)ij

repairing the logic modules. The discontinuous 

can be represented as 

for parallel-to-

 

which shows the interaction of quanta at three 

operation levels in accordance with the format (X–Q–

output for each primitive: [(1,2–1–A), 

–14–B), (6,9–

C)]. To provide the correctness of the functionality, 

t variables till a given 

register graph is split into 

operation levels, where all primitives within a single 

level can be processed in parallel, and the levels – in 

succession. Quantum matrix due to its regular structure 

d on solving the following problems: 1) 

Repair of logical primitives in the operation due to 

readdressing faulty elements on spare primitives (line 

3), just as is done in the memory matrix; 2) Index 

addressing each quantum of the matrix 

for rapid repair of failed 

primitives (in the example we can replace three faulty 

primitives, one of each layer); 3) Providing high 

performance of combinational unit prototype based on 

quantum primitives implemented in PLD LUTs due to 

ves of a single 

layer; 4) Developing a matrix quantum multi-

processor, focused on synthesis of hardware prototypes 

of combinational units of large dimension to 

significantly speed up testing and verification of digital 

systems on chips like Aldec Hardware Embedded 

Simulator (HES); 5) Developing methods of analysis 

and synthesis of combinational circuits, focused to 

matrix realizing quantum structures of logic elements 

by means of their implementation in PLD memory 

elements; 6) Developing a code generator for 

implementing the quantum matrix of combinational 

circuit in the structure of PLD circuit primitives; 7) 

Designing a control automaton for functional 

processing and repairing the quantum matrix of 

combinational unit implemented in PLD structure. 

ss model of control automaton 

1. The initiation of the next input action for 

X

C

B

repairing the logic modules. The discontinuous 

can be represented as 

-

e 

–

A), 

–

C)]. To provide the correctness of the functionality, 

t variables till a given 

register graph is split into 

operation levels, where all primitives within a single 

in 

succession. Quantum matrix due to its regular structure 

d on solving the following problems: 1) 

Repair of logical primitives in the operation due to 

readdressing faulty elements on spare primitives (line 

3), just as is done in the memory matrix; 2) Index 

addressing each quantum of the matrix 

of failed 

primitives (in the example we can replace three faulty 

primitives, one of each layer); 3) Providing high 

performance of combinational unit prototype based on 

quantum primitives implemented in PLD LUTs due to 

ves of a single 

-

processor, focused on synthesis of hardware prototypes 

of combinational units of large dimension to 

significantly speed up testing and verification of digital 

Embedded 

Simulator (HES); 5) Developing methods of analysis 

and synthesis of combinational circuits, focused to 

matrix realizing quantum structures of logic elements 

by means of their implementation in PLD memory 

r 

implementing the quantum matrix of combinational 

circuit in the structure of PLD circuit primitives; 7) 

Designing a control automaton for functional 

processing and repairing the quantum matrix of 

ss model of control automaton 

1. The initiation of the next input action for 

IEEE EWDTS, Rostov-on-Don, Russia, September 27-30, 2013 97



2. Selection of the next layer (matrix column) with 

the number i

primitives Q to form output states at the address of an 

input word represented by the vector 

 is vector of numbers of input variables for the 

quantum primitive 

lines of combinationa

3. Incrementing the index column i=i+1 and going 

to the item 2 for processing the next layer of quantum 

primitives. After the analysis of all the columns of the 

matrix 

pattern t=t+1 is performed, and subsequ

item 1. When reaching a finite number of input 

patterns 

quantum matrix ends.

Thus, the basis of a process model for functioning 

of the combinational circuit represented in the form of 

the quantum matri

function of the read (write) of the binary information 

from the LUTs (memory elements) of PLD structure: 

arbitrarily complex computing products and/or 

processes. 

Moreover, all of the computatio

computer systems and networks in cyberspace, in the 

limit can be reduced to two operations read and write! 

Otherwise, all the technological and circuit constructs, 

on which hardware and software products are 

implemented, not be considered 

information services, which use only read

operations as the basic procedures of the quanta, which 

are invariant to technology and constructs for the 

synthesis and analysis of objects, processes and 

phenomena in cyberspace. There is 

the quantum computer based on a pair of operations 

“read” and “write” 

or QRW

anything that is capable of storing 0 and 1 in a quantum 

to perform two mentioned actions. Th

writing-reading involves, of course, the ability of any 

carrier (quantum) to store information; otherwise there 

is nothing to apply these elementary functions. Any 

logic functions are implemented by writing and reading 

bits of the quantum

quite redundant theorem of Post that forms conditions 

in the form of mathematical functional basis of logic 

functions, necessary and/or sufficient complete to 

create any computing system, since the quantum vector 

Xij

)Y(M ij

i

)Y(M =

q(Q 1=

2. Selection of the next layer (matrix column) with 

the number i for parallel processing quantum 

primitives Q to form output states at the address of an 

input word represented by the vector 

is vector of numbers of input variables for the 

quantum primitive 

lines of combinationa

3. Incrementing the index column i=i+1 and going 

to the item 2 for processing the next layer of quantum 
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consideration. The address register variables ii X,Y  of 

each primitive make it possible to form the state of the 

vector M by analysis (simulation) of the structure of 

quantum primitives Q. 

Here (Fig. 2) the model of digital unit includes a 

modeling or system status vector that combines 

together and structure all the quantum primitives to 

achieve the functionalities described by specifications. 

At that the cycle of processing each element is the 

interaction between a pair M–Q (Fig. 2а), which 

implement the universal functionality 

)]X(M[Q)Y(M iii =  by means of two transactions 

writing-reading MQM iX
i

iY
 ← ← . Processing 

all quantum elements on the input pattern X allows 

producing the vector M (System State Vector – SSV), 

which has, in addition to the internal variables, and 

output ones Y (Fig. 2b), necessary to control other 

components of computer structure. Speed of analysis 

(read-write) of vector (linear) structure of  

primitives has the estimate: . Strictly 

sequential processing ranked by numbers outputs, 

quantum primitives can be improved in the direction of 

performance.  

To do this it is necessary to create a two-

dimensional structure - the matrix of elements, ranked 

by levels of concurrency processing the groups of 

primitives, combined in columns (Fig. 2c). 

Performance of such structure, compared with linear 

one, is decreased in q-times that is becoming 

comparable to the combinational circuit, based on hard 

galvanic connections . But the 

main advantage of the matrix of soft component 

connections is the presence of the spare line in bottom 

for online repairing, which provides testability for any 

project, based on the combinational logic, due to the 

readdressing of any faulty quantum primitive on spare 

element. When synthesizing a two-dimensional 

structure it is desirable to set the primitives of the same 

type in one column that allows reducing hardware 

costs of spare elements. 

An example of analysis of digital circuit on a test 

pattern is proposed below; the modeling vector and the 

quantum structure are as follows:  
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The analysis of the digital structure is to fill the 

modeling vector for all coordinates: 1) Entry of input 

variables of the binary set 000111 into the modeling 

vector M for six coordinates. 2) Processing the 

primitive 11Q
 that has the input variables 1 and 2, and 

the output, marked by the symbol A. This address 00 is 

formed by concatenating the contents of the cells 1 and 

2 of the vector M. Applying this address to the 

quantum-vector 0111 we can specify the content of the 

zero cell that is equal to zero; it is written in the vector 

M by the address A of the output variable of the 

quantum. 3) Repeating the analysis procedure 

described in item 2 to all quantum primitives, which 

enables fully define the coordinates of the modeling 

vector 000111001010 by the binary signals. The 

hardware implementation of the quantum structure of 

the digital devices, based on the use of memory 

elements, is shown in Fig. 3. 

 

Fig. 3. Hardware realization of quantum structure of 

combinational circuit 

The structure of the circuit contains the following 

variables and functional elements: input is designed for 

serial entering input values of vector М; rst – general 

reset of the system (in this case for counters); clk – 

sync input; counter of inputs – counter for filling the 

input coordinates of the vector М; counter of element – 

counter of processed primitive number, which provides 

two cycles for reading the input set of two coordinates 

of the vector М; Q[3:1] – bus for number of processed 

primitive; Q[0] – variable for mode of reading input 

value from the vector M or writing the result to М. 

Memory: Ram 8x4 output – stores the number of 

primitive output lines; Ram 8x4 input 1 and Ram 8x4 

input 2 – store the numbers of primitive input lines. 

Ram 16x1d – dual-port memory for storing the 

modeling vector М, where addr0 – address of the input 

1 when the value 00 appears on control inputs of the 

multiplexer, address of writing result when the value 

01 appears on control inputs of the multiplexer, address 

for initializing input data when the value 1X appears 
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on control inputs of the multiplexer; addr1 – address of 

input 2 for processed primitive; di0 – memory data 

input when processing primitive (MUX=1) or external 

input when initializing input data (MUX=0); we – 

permission of writing in the vector М; do0 – output, 

corresponding to the input addr0; do1 – output, 

corresponding to the input addr1. RAM 32x1 is 

designed for storing quantum-vectors defined 

functionalities of combinational circuit: di – data input 

that can be used to initialize (write) the structure of 

quanta; addr – [4:0]: addr[4:2] – element number, 

addr[1:0] – input set for a primitive. 

The complexity of hardware implementation of the 

combinational circuit is 150 gates, which include 20 

LUTs of Xilinx Spartan 3E element system. The speed 

of the operation or generation of the modeling vector is 

180 ns. 

Introduction of triadic QRW-structure for 

describing computational processes allows making 

more general conclusions: 1) The world has a duality 

of material and information integrity, and therefore 

deterministic reproducibility of objects, processes and 

phenomena. 2) Any material object is capable to store 

information, therefore, it can be used for reading and 

writing, so – for creating computer (management) 

system, even if it is specific. 3) Human is a biological 

computer with given program for functioning (life) of 

all his organs in time. 4) As any program, code 

(genome) of human functioning can be read and 

written, so - it can be adjusted. 4) Any objects in the 

world have their own programs of existence in time - 

information genomes. 5) Processes and phenomena in 

the world also have their own development programs, 

but the higher level of the hierarchy. 6) The universe 

also has its own genome – the information 

development program. 7) Of course, any program can 

be read, written, and then adjusted - this is an 

optimistic note of the information model of objects, 

processes and phenomena of the material world! 

Decoding the program, as well as disassembling the 

binary code is difficult, but possible. To do this, it is 

necessary to define a place - the code carrier and the 

encryption method for each object, process or 

phenomenon of nature. It can be assumed that the 

genome of the biological object is shaped like a 

multivalued quantum-vector 

. 

The last one can be transformed into a binary matrix, 

where each symbol of the alphabet for describing 

quantum bits can be decompressed into a binary vector 

or code column. The multi-valuedness of the 

functionality is quite common in nature, convenient for 

perception by the human eye, but for the computer the 

symbols of any alphabet until transformed into binary 

vectors. 

3. Conclusion 

Thus, the quantum structure of combination devices 

provides an opportunity to make the following 

transition: from the software simulation of digital 

systems for the hardware emulation of structures and 

processes, which are invariant with respect to 

implementation technologies. An analogue and 

prototype is Dr. Stanley Hyduke’s hardware 

accelerator of simulation processes PRUS (Aldec Inc.), 

focused on reducing the time of the design and 

verification of digital systems on chips. But it is 

proposed to use processor for soft (address based) 

hardware simulating quantum structures for direct 

functional purpose as a computing product! This 

maintains the high speed operation of the device, 

supplemented by an opportunity of repairing in real 

time that is important for critical system. 

The spatial parallelism of existing computers and 

point simultaneous multiple-valuedness are two ways 

of intelligent cyberspace development. Technological 

Singularity (Vernor Vinge 

http://vingesingularity.blogspot.com/2008/05/dr-

vernor-vinges-singularity-sponsored.html) is the 

explosion in the understanding of the universe laws – it 

is almost vertical line in a short period of time in the 

development of humanity and cyberspace, thanks to 

the achievements of nano-, bio-technologies and cyber 

intelligence. Here it is assumed built-in human-

computer integration, as well as the definition of 

intelligence as follows: second - self-training, and first 

of all, self-improvement of computers and cyberspace, 

when computers are capable to reproduce more 

sophisticated models and processes. One of the main 

conditions for achieving given point of human 

development is the creation of a fundamentally new 

computer (computational process), is invariant with 

respect to any point in space or a substance that can be 

structured and used in place of silicon. Otherwise, the 

computer can be based on anything that can have at 

least two controlled and monitorable states in time 

and/or space. Register or memory, as the basis for 

storing data and performing computational procedures, 

is a set of physical points or triggers, to which parallel 

operation distributed in space can be applied. At that 

increase in performance of digital devices today is 

realized only due to the expansion of space 

computational structure. Question - is it possible to 

combine the mentioned points of the space to a single 

one to perform parallel operations on a set of data, 

concentrated in one material point? Probably, just so 

the question is raised by practical scientists, who 

}a,...,a,...,a,a{q),q,...,q,...,q,q(Q kj21ini21 ∈=
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anticipated the emergence of a quantum computer 

paradigm. There is no doubt that the future of the 

computer industry should be associated with multi-

valuedness of physical space point as a primitive of 

data structures, which must be able to represent (store) 

the power set of states as the operand for the 

implementation of computational procedures. But here 

there is only one solution that deserves attention. 

Everything that is physically stable over time can have 

only one state at any given time, including digital 

discrete automata, devices and systems. The solution is 

clear – the dualism of wave and particle at the entire 

spectrum of electromagnetic radiation has the required 

properties of the spatial points: 1) each point of the 

space can be associated each time with a set of waves 

or particles (quanta) of known and unknown ranges to 

humanity; 2) This means the possibility of availability 

of a particle set of corresponding ranges in space point, 

which form the set of informational states of the point; 

3) The instability or indeterminacy in time of processes 

and phenomena is the key to creating a fundamentally 

new computers, which can be called as quantum and 

electromagnetic, given the duality of electrodynamics 

in respect to carrier (particle or wave); 4) At each stage 

of cyberspace development it is necessary to choose a 

suitable point in space or substance (gas, liquid, solid, 

plasma) that can be used to monitor and control its 

multi-valued states using existing technologies. 

Science fiction of writer Stanislaw Lem and 

predictions of scientist V.I. Vernadsky about the 

possibility of the existence of mind in the liquid (ocean 

Solaris) or gaseous medium (noosphere) today are 

close in time to the creation of a global artificial 

intelligence of cyberspace, which we need to get to 

2050; 5) Sampling frequency spectrum at each point in 

space can serve as a basis for encoding the primitives 

(binary, multi-valued) or more complex associations, 

for example, the power set of states. Otherwise, 8-bit 

register having 256 states can be represented by one 

point in the space for further processing based on the 

monitoring and management of the respective quanta 

or range of frequencies. Projection of the register on 

the three-dimensional space degenerates to a point, but 

there is no determinism or monitoring ambiguity of a 

given point on the time axis. It is easy to imagine a 

register in the form of the parallelepiped, put vertically. 

If we look at it from above, we can see only one digit. 

To see all the bits, we need to throw light on this figure 

by spectrum of 8 frequencies (quanta). The multi-

valuedness of the spectrum is determined by 

monitoring the frequency spectrum or quanta of 

different energy levels at a given point; 6) The 

principal difference which range of frequencies to be 

used for creating an electromagnetic (electrodynamic, 

quantum) computer does not exist! The only question 

in the convenience of monitoring and control for 

particles or waves of this spectrum in a point in space 

or substance there exist. 7) The feasability of a 

quantum computer, based on the use of the atomic 

structure is confirmed by the follows: its compactness, 

non-determined position of the electron in time and 

space, the presence of two directions for rotation, 

change of the orbit at external influence, low energy 

costs. The drawback is the lack of simple technologies 

today for monitoring and management of atomic 

primitives, which are need for creating deterministic 

computers; 8) If we assume that quanta exist in all 

ranges of continuous and infinite spectrum, the 

question is what range of frequencies will be mastered 

first to create new powerful and simple quantum 

computer. 
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