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EDITORIAL

This special issue of Applied Radioelectronics
Journal is devoted to the Third International Confer-
ence on Noise Radar Technology, NRT-2012, being
held in Yalta, Crimea, Ukraine on September 27-29,
2012. It has been organized by Laboratory for Nonlin-
ear Dynamics of Electronic Systems (LNDES), IRE
NASU with technical support by the Academy of Ap-
plied Radioelectronics, IEEE Kharkov Joint Chapter
and National Antenna Association of Ukraine.

The first papers on range-measuring radar based
upon noise signals have been published by R. Bour-
ret in 1957 and B. Horton in1959. Employing noise
signals can be traced back to 1904. At that time, noise
pulseswere used by C. Huelsmeyerin the “telemobilo-
scope”, the radar precursor, which used a monostatic
configuration and by A. Popov in the experiments
on ships detection in bistatic configuration. In both
cases, a discharge device played the role of a pulse-
noise transmitter and a coherer was used as a detec-
tor to receive the noise pulses. Today’s Noise Radar
Technology (NRT) uses Noise (Random or Chaotic)
Waveforms (NW) as a radar signal and coherent signal
processing for noise radar returns reception.

In spite of rather long history, the concept of
Noise Radar did not attract the radar engineers,
mainly because of the lack of appropriate noise sig-
nals sources and essential difficulties in the correla-
tion signal processing implementation using ana-
logue circuits. Nevertheless, this concept has been
rediscovered in the last decades as it follows from
the recent conferences on NRT: Novel Radar ses-
sion at “Advances in Radar” PIERS Conference,
April 1998, Baveno, Italy; “The First International
Workshop on NRT” (NRTW’2002), Yalta, Crimea,
Ukraine; NRT-2003, Kharkov, October 21-23, 2003;
and dedicated sessions on NRT at IRS-2006, Cracow,
and IRS-2008, Wroclaw, Poland; IRS-2010, Vilnius,
Lithuania. Besides, Noise Radar Workshop was held
in November 2008 in Arlington, and dedicated NRT
session at SPIE-2010 Conference in Orlando, USA.
Dedicated session on “Applications of Random Sig-
nals for SAR” was organized at APSAR-2011, Sep-
tember 2011 Seoul, South Korea. All of them have
drawn speakers and observers from many countries of
America, Europe, Asia and Australia.

Actually Noise Radar has been under intensive
development during the last 20 yearsin Ukraine, USA,
Australia, Brazil, Canada, China, France, Italy, Po-
land, Russia, South Korea, Sweden, UK, and other
countries. Noise Radar provides excellent potential
capabilities for unambiguous and simultaneous range
and Doppler measurements with high resolution and
accuracy. Noise Radar Systems have the best Low
Probability of Intercept (LPI) and Electromagnetic
Compatibility (EMC) performance. They are suitable
for implementing of covert operational mode of ra-
dar sensors and their high resistance against jamming,
etc. All these and other properties enable design of
cost-effective and affordable radar systems for various
civil and military applications.
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Ten year after the First NRT Conference, the
NRTW-2002, we decided to gather noise radar engi-
neers again in Yalta for the NRT-2012 Conference.
NRT-2012 attendees from 13 countries had an ex-
cellent opportunity to present and discuss their re-
cent R&D results in Noise Radar and related topics,
exchange information and new ideas in the rapidly
emerging Noise Radar Technology. Unlike previous
NRT conferences we decided to extend the scope of
the conference topics, including applications not pure
random signals, but also pseudo random and even
chirps and short pulses. Moreover, not only papers
dealing with electromagnetic signals, but also papers
devoted to applications of random signals in acoustic
and seismic systems have been presented as well. All
papers published in the present issue have been struc-
tured according to the following topics: Random Wave-
form Design; Random Noise Signal Generation; Signal
Processing in Noise Radar; Noise Radar Design; Noise
Radar Performance; Noise Waveform SAR; Noise Ra-
dar Technique in Optics and Seismology.

I hope that the papers presented in this issue will
help radar engineers to understand better the advan-
tages of Noise Radar for design of various radar sys-
tems. Application of noise waveforms and correlation
processing of radar returns provides unique perform-
ance of noise radar systems which are not affordable
when using other waveforms. We may recall some of
them here: indoor measurements and imaging with
Noise Radar, since reflections do not affect radar
sensitivity that much; desirable limited working range
of stepped-frequency noise radar due to disappearing
of coherent reception beyond the correlation length
of the transmitted random signal; partial reception/
integration of long noise waveform pulses; Doppler
frequency Noise Radar for range (!) estimation, etc.

I would like to emphasize that recently several
Noise Radars have been designed, manufactured
and delivered to customers in different countries for
research and trials in both CW and pulse-coherent
modes. However the first operational surveillance
noise radar has been designed and manufactured by
the ORBISAT Company in Brazil based on the noise
radar concept suggested by LNDES IRE NASU,
where the partial integration of the radar returns has
been used to provide both a long working range and a
short blind zone simultaneously. I am sure that Noise
Radar will expand the area of realistic applications of
radar systems due to the mentioned above and other
unique properties of Noise Radar Technology.

Konstantin Lukin,
Guest Editor

Chairman of the NRT-2012
Conference,
Fellow IEEE

Applied Radio Electronics, 2013, Vol. 12, No. 1



RANDOM WAVEFORM DESIGN
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ON THE DESIGN OF WAVEFORMS FOR NOISE-MIMO RADAR

G. GALATI AND G. PAVAN

Multiple-Input-Multiple-Output (MIMO) radar is an emerging technology that has significant potential
for advancing the state-of-the-art of modern radar systems. Unlike standard phased-array radar, a MIMO
Radar system can transmit, via its antennas, multiple signals that may be correlated or uncorrelated with each
other. The orthogonal property is required for the transmitted signals to better separate them in reception.
Although orthogonality may be imposed in the time, in frequency or in signals coding domain, to avoid
changes in the radar cross-section of the target and undesirable Doppler effects, the waveforms have to be
transmitted simultaneously and at the same carrier frequency. As a consequence, the orthogonality in the
signals domain is the best choice and to successfully utilize such systems signal design plays a critical role.
Good candidates as orthogonal signals for MIMO radar are the Phase Noise signals. In this paper, after an
introduction to MIMO radar systems, we present the main characteristics of these signals through a statistical
characterization, including an analysis of the autocorrelation, cross-correlation and spectral properties.
Finally two novel methods to generate phase Noise signals will be proposed, i.e. a recursive method and non-

recursive (closed form) one. Preliminary results will be presented.
Keywords: MIMO, Orthogonal Waveforms, Phase Noise.

1. INTRODUCTION

Recently a new field of radar research called
Multiple Input Multiple Output (MIMO) radar has
been developed [1], which can be thought as a gener-
alization of the multistatic radar concept.

This kind of radar, as its name indicates, can be
broadly defined as a radar system deploying multiple
antennas to simultaneously transmit arbitrary wave-
forms and utilizing multiple antennas to receive the
relevant echo signals.

The key ideas of MIMO radar concept has been
picked up from communications, where the MIMO
technique is used to increase data throughput and
link range and to overcome the fading effects without
neither additional bandwidth nor more transmission
power. Conversely, a spatial diversity gain benefit is
obtained in MIMO communications, often achieved
by transmitting the same signal through different sub-
channels and combining the information at the re-
ceiver. Diversity gain is used against channel fading
enhancing the link reliability of the system. Radar sys-
tems also suffer from fading (more precisely, fluctua-
tion of the radar cross section) when there are complex
and extended targets as it is the case very often.

It has long been understood that common radar
targets are complex bodies, and large scintillations in
the amount of energy back-scattered by a complex
target can occur with very small changes (e.g. frac-
tions of one degree) in the illuminating direction. If
the antennas of MIMO radar are widely separated
such that different antennas observe different aspects
of the target, the target returns result from independ-
ent illuminations and can be combined together lead-
ing to a spatial diversity gain.

Diversity gain is only one of two key gains that
MIMO communications can provide. The other gain
is called spatial multiplexing, which expresses the

Applied Radio Electronics, 2013, Vol. 12, No. 1

ability to use the transmit and receive antennas to set
up a multidimensional space for signaling. Then it is
possible to form uncoupled, parallel channels that en-
able the rate of communication to grow in direct pro-
portion to the number of such channels.

Similarly, in MIMO radar, a multidimensional
signal space is created when returns from the multiple
scatterers of a target combine to generate a rich back-
scatter. With proper design, transmit-receive paths
can be separated and exploited for improving radar
performance.

The transmit and receive antennas in a MIMO
radar may be in the form of an array (see Fig. 1) and
the transmit and receive arrays can be co-located
(coherent MIMO) or widely separated (statistical
MIMO).

Although MIMO radar system resembles phased-
array radar system, there is a fundamental differ-
ence between these two approaches. In fact, unlike a
standard phased-array, which transmits scaled, time-
delayed version of a single waveform, MIMO radar
systems transmits multiple signals and this waveform
diversity enables superior capability and performance
compared with standard phased-array radars.

In much of the current literature it is assumed
that the waveforms coming from each transmit an-
tenna are orthogonal. Although this is not a strict
requirement for MIMO radar, orthogonality can
facilitate the process of separation of the simultane-
ously received signals, avoiding the burden of further
processing.

Orthogonality may be imposed in the time do-
main, in frequency domain or in the signals space.
Time division or frequency division multiplexing
are simple approaches but they both can suffer from
potential performance degradation because the loss
of coherence of the target response [15]. As a matter

3
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of fact the scattering response of the target or of the
background (clutter) is commonly time-varying or
frequency selective, limiting the ability to coherently
combine the information from the antenna elements.
As a consequence obtaining the orthogonality in the
signals domain is the best choice.

The paper is organized as follows. Chapter 2 de-
scribes the MIMO radar system, underlining its sig-
nificant characteristics, classifications and the main
differences with respect to the classical phased array
radar. In addiction, a general model for the signals
transmitted by the antenna array elements is pro-
posed.

Chapter 3 underlines the importance of the or-
thogonal waveform design and presents the Phase
Noise signals as a good solution to the problem. This
chapter contains the description of a new technique
to generate phase noise signals. It is based on an it-
erative procedure that permits to obtain low Peak-
Side-Lobe-Ratio (PSLR) or Peak-to-Average Ra-
tio (PAR), limiting the spectrum in a desired band.
Chapter 4 contains the conclusions.

2. INTRODUCTION TO MIMO RADAR

MIMO radar is capable of significantly improv-
ing target detection, parameter estimation, tracking
and recognition performance, using multiple transmit
and multiple receive antennas (see Fig. 1). These an-
tennas may be closely spaced in the form of an array
or may be widely spaced forming a “netted radar like”
structure. In this paper we refer to the former case.

Targets

Combinations
of §(t) i=1,2,...M

MIMO Receive Array

A
i
]
I
)
|
I
I
|
I
|
|
I
|
}
1
|
I

) o
Sa(t) Sw(t)

MIMO Transmit Array

Fig. 1. Multiple transmit and multiple receive antennas
for MIMO radar system

Every antenna element in a MIMO radar system
(unlike standard phased-array radar which transmits
delayed versions of a single waveform) can transmit
different waveforms (waveform diversity). These may
be orthogonal, mutually uncorrelated or linearly in-
dependent.

To benefit from this diversity, in the MIMO ra-
dar receiver there are as many matched filters as the
number of transmitted signals. If the number of trans-
mitting antenna elements is M and the number of re-
ceiving antenna elements is N, there are MN outputs
of these matched filters totally (Fig. 2). MIMO radar

4

processes these outputs jointly to decide whether a
target is present or not.

Y1 (y

X4(t) Xq(t)
X,(t) X,(t)
Matched
Filters
xp(t) Xwm(t)

MN Outputs

yn(y

Fig. 2. Separation of different signals at the receiver:
M matched filters to every transmitted signal
in every receiver

As regards the kinds of MIMO radar systems,
they can be classified into two categories according to
their configurations and in particular to the distance
between the antenna elements [1].

In the first category, referred to as coherent
MIMO radar, the transmit and receive array elements
are closely spaced so it is assumed that the target’s
scattering response is the same for each antenna pair,
up to some small delay (the antennas are close enough
such that all the elements view the same aspect of the
target, or more precisely, are in the main lobe of the
diffraction pattern of the target).

In the second category, referred to as non-co-
herent (or statistical) MIMO radar, the elements are
broadly spaced, providing an independent scatter-
ing response for each antenna pair (the antennas are
widely separated in order to capture the spatial diver-
sity of the target’s RCS).

2.1. Signal model

Consider a MIMO radar system that has a
transmit and a receive array consisting of M and N
elements respectively. Also, let denote the location
parameter(s) of a generic target, for example, its azi-
muth angle and its range.

Under the assumption that the transmitted sig-
nals are narrowband and that the propagation is non-
dispersive, the received signal can be written as [2]:

y(1) =diag(b(9))- A-diag(a(6)) - x(t - 1) +w(t) , (1)

where the vectors x(#) and y(¢) represent the trans-
mitted and received signals:

x(1) = [x,(0%,(0)...x,, ()] )
YO =[Oy, 0).yy O] (3)

and w(7) denotes the interference-plus-noise term; A4 is
a N x M matrix whose entries correspond to the bistat-
ic RCS between each pair of transmitter and receiver;
a(0) and bH(0), which are some functions of the target

Applied Radio Electronics, 2013, Vol. 12, No. 1
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location 0 , are the M x1 transmit steering vector and
the N x1 receive steering vector, respectively:

0(9) _ |:e—j\V1 e V2 e iVu :|T , 4)
b(8)=[e e e ov ] (5)
where:
1=1,(0)-1,,(0), (6)
W =21 (14, (0) =7, (0)) (7)
W, =277 4(5,,(0) 7,1 (6)) 8)

with t,, time delay between the target and the m"”
transmit antenna and t,, represents the time delay

between the target and the #” receive antenna.

2.2. Coherent MIMO Radar

Coherent MIMO radar resembles the phased ar-
ray radar but every antenna element sends different
waveforms (waveform diversity) and this diversity
enables superior capabilities as compared to standard
phased-array radar. For coherent MIMO radar the
benefits are [3], [5]:

(a) Higher resolution: the performance of MIMO
radar systems can be characterized by a virtual array
constructed by the bi-dimensional convolution of the
real transmit and receive antenna locations, assumed
to belong to a common plane. This virtual array can
be much larger than each constituting a real array.
The aperture extension results in narrower beams and
therefore in a higher angular resolution and a better
detection performance. Moreover, some of the virtual
sensor locations are identical, which can be interpret-
ed as spatial tapering, and results in lower side lobes.

(b) Extension of spatial coverage: in conventional
radar systems several directional beams are usually
transmitted in order to scan a given region of inter-
est and the time on target is equal to the total interval
assigned for covering the region of interest divided by
the required number of beams [4], while MIMO ra-
dar transmits orthogonal signals, with virtually omni-
directional beams and hence with an extended spatial
coverage; therefore, the time on target for each beam
increases, and may be set equal to the interval which
is assigned to scan the whole area.

(¢) Transmit beam-pattern synthesis. through the
choice of a signal cross-correlation matrix, it is pos-
sible to create spatial beam-patterns ranging from
the high directionality of phased-array systems to
the omni-directionality of MIMO systems with or-
thogonal signals. In detail, by properly designing the
cross-correlation matrix of the transmitted signals
R=a" (0)(x(t)x" (1))a(6), where () denotes time
average, it is possible to maximize the total spatial
power at a number of given target locations, or more
generally, to match a desired transmit beam-pattern
and minimize the cross-correlation between the
transmitted signals at a number of given target loca-
tions [6]. Two specific problems are addressed. On
one hand there is the optimization problem of finding
the matrix R which makes the transmit beampattern
close to a desired beampattern. This is approached

Applied Radio Electronics, 2013, Vol. 12, No. 1

using convex optimization techniques. On the other
hand there is the not easy problem of designing multi-
ple constant-modulus waveforms with a given cross-
correlation R.

(d) Direct application of adaptive techniques for
parameter estimation: because of the different phase
shifts associated with the different propagations path
from the transmitting antenna to the targets, these
independent waveforms are linearly combined at the
target locations with different phase factors. As a re-
sult, the signals reflected form different targets are lin-
early independent of each other. Therefore the direct
application of adaptive techniques becomes possible
without the need for secondary range bins or even for
range compression [3]. Example of adaptive array
algorithms applied to MIMO radar are Capon and
APES (Amplitude and Phase Estimation). The paper
[7] discusses these adaptive radar algorithms.

Summing up, MIMO radar systems could have
better (i) resolution, (ii) parameter estimation accu-
racy and (iii) interference rejection capability.

3. ORTHOGONAL WAVEFORM DESIGN

The waveform design and optimization is one
of the main focuses of the research in multistatic and
multifunction radar [8], [16]. In MIMO radar ap-
plications typically M codes are required in the set,
where M is the number of transmit elements. The
main requirements of a pair of signals with complex
envelope s;and s;with 7,j =1,..., M , pulsewidth Tand
same power, are defined by:

- Peak Side Lobe Ratio (<30dB)

max; (s;)

PSLR = 9)

max ()’

where s; = sidelobe samples, m, = mainlobe samples.

— Crest Factor (C) or Peak-to-Average Ratio
(PAR), i.e. the peak amplitude of the waveform di-
vided by the rms value of the waveform s(7):

max(|s(7)))

/%;J;Ws(tﬂzah

— Mean Envelope-to-Peak Power Ratio:

(10)

17 2

=] s ar
MEPPR=-T2
max(|s()[")

It results: MEPPR = i .
C2

— Normalized cross-correlation:
_ &)
()=
|Ri(j) (O)|
where R;(f)= .[s;‘(e)sj (1+6)d6 ,i=; measures the
orthogonality, the desired value is r;(#) <-30dB .

— Spectral band occupancy; sometimes this item
is overlooked, especially when noise-like waveforms
are concerned, but it is of paramount importance in
most real-world radars.

(11)

12)
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As explained before, the MIMO radar waveforms
orthogonality in the signal space is preferred. Thus or-
thogonal waveform design plays a critical role in de-
termining the feasibility of MIMO radar.

A good candidates to design deterministic signals
that satisfy the orthogonal requirements are the well-
known “up ”and “down ”chirp (Linear-FM and Non-
LFM) [9], but in this case only one pair of signals can
be defined. To obtain M pairs of signals the Costas
codes represents a possible solution [10]. In addition
Alltop sequences can be considered [11].

More recent research on orthogonal signals
proposed the use of normal or interleaved OFDM
techniques [12]. The main limitation of the OFDM
approach is due to the non-constant envelope of the
signals, i.e. MEPPR<1, the transmitter does not
work at its maximum power.

Another class of waveforms, i.e. the Phase Noise
signals [13], has two main advantages as compared to
the signals introduced before. The former is the possi-
bility to generate a large number of orthogonal signals,
which is of great importance in MIMO radar systems.
The latter is about the detectability; in fact they are
random signals so they place limitation on the detec-
tion, the identification and the eventual spoofing of
the signal, an element of great importance in many
military applications which require low detectability
of the active system. Finally the MEPPR can reach
the unity.

For a phase noise signal the complex envelope
can be written as:

s(t)= A-exp{jo(1)} - rect; (1), (13)
where A is the constant amplitude, rect; is 0 outside
the interval [-T/2,+7 /2] and 1 inside it (with 7
being the pulse length) and (p(t) is the phase process
modulating the noise signal s(7).

In the following we present three methods to
generate the phase noise signals highlighting their
strengths and weaknesses.

3.1. Phase Noise Signals

In [13] Axelsson supposed for ¢(f) a zero-mean
Gaussian process with root mean square (rms) o
and a given power with density spectrum within the
band b . He showed that the normalized autocorre-
lation function of the signal s() can be written in a
closed-form expression as:

R(r)zexp{—cz[l —p(r)]} , (14)
where p(t) is the correlation coefficient of ¢(t).
sin(ntbr)

(mbr)
within the bandwidth b and zero outside.

Of course, R(t) depends on the bandwidth 5,
on the pulse length 7' and on the rms phase fluctua-
tion & .

The bandwidth b is related to the width of the
main peak and therefore, it determines the range
resolution. An increase of 7, and consequently of the
compression ratio (the time-bandwidth product of
the generated signal), causes a reduction of the range

For example p(t)= for a constant spectrum

6

sidelobe level, whereas the mainlobe width remains
fixed being independent of 7. Finally the rms o has
two different effects. The former is on the sidelobe lev-
el: an increase of o causes a decrease of the sidelobe
level and an improvement of the PSLR.

The latter concerns the resolution. The rms val-
ue in fact establishes a connection between the band-
width of the modulated signal and the bandwidth of
the modulating signal. In detail, when o increases
the final bandwidth increases too. As a consequence
a high rms value of ¢ gives an improved resolution
(Fig. 3).

In [13] a simple relation between the rms band-
width of the phase modulated signal (B,,,) and the
rms bandwidth of the phase modulating noise (b,,,,)
has been found:

15)

On the other hand, as regard the sidelobe sup-
pression, the expression of the autocorrelation func-
tion introduced in [13] would show a progressive im-
provement of the sidelobe suppression as ¢ increases.
However the periodic nature of ¢() with a folding in
the [-r,+n] interval has been neglected in [13], and
in reality, the model can be used only for values of o
significantly smaller than r.

Brms =0 brms .

0 | |
s Line: Theoretical
i Iiﬂ' Simulated [~
g R
s I
£ - b4
T g0 y ”013 ! ‘. i
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Fig. 3. Normalized autocorrelation for Phase Noise
(compression ratio = 1000)

The Gaussian noise, used to modulate the signal
phase, is to be compared with as a uniform distribu-
tion in the range [-n,+r] with a standard deviation of

/N3 =1.8rad. Therefore, if o is too large (0' >7/ \/5),
the resultant phase does not have a Gaussian distribu-
tion and the mathematical formulation introduced in
[13] does not apply. This is shown, inter alia, in Fig.
3 where the difference between Axelsson’s theory and
experiments (by simulation) is clear for c=3.

On the other hand, considering simulations and
the relation with a potential real application, it would
be better to generate the signal through a white Gaus-
sian process with its in phase and in quadrature com-
ponents (I,Q) that are band-limited as desired. This
is described in the ensuing section.

3.2. An iterative algorithm to generate Phase
Noise Signals

To control the spectral width and to reduce
the PSLR of the generated phase noise signals, we

Applied Radio Electronics, 2013, Vol. 12, No. 1



Galati G. and Pavan G. On the design of waveforms for noise-MIMO radar

propose an iterative algorithm as shown in Fig. 4. It
is based on alternative projections in frequency and in
time domain.

white | 70 LPF
i FFT H(f) IFFT
Noise (-B/2 ,+B/2)

1,0, 1,0,

ZMNL

Yes

s(f)—a(mJM

Processing

Outputs:
r(t), S(f), PSLR
Fig. 4. Block diagram of the iterative algorithm
to generate phase noise signals. Legenda:
LPF = Low Pass Filter, ZMNL = Zero-Memory-
Non-Linearity, Ni.r = number of iterations

The filtering is implemented in frequency do-
main while the amplitude limitation (ZMNL = Zero-
Memory-Non-Linearity) in time domain. The input
to the algorithm is a zero-mean white complex Gaus-
sian process (I + jQ) with power 27 .

First we consider for ZMNL a hard limiter, i.e.:

1 0)
L=—1 _ o-—Y% ()
NI NI

Fig. 5showsthe obtained PSLR versus the number
of iterations considering three different random se-
quences for the white Gaussian noise. The PSLR con-
verges after some tens of iterations to —31 dB in the
best case and it varies from —24 dBto -31 dB.

Three Noise Signals: B = 100 MHz, T = 100 microsec, BT = 10000
-10

-15

-20

A

-25

\
\\\\

PSLR (dB)

-30

2 10 20 30 40 50 60 70 80 90 100
Number of lterations

Fig. 5. PSLR versus the number of iterations.
Three examples of convergence

Fig. 6 shows the normalized autocorrelation
(around the main lobe) for two randomly generated
phase noise signals.

Fig. 7 reports an example of density spectrum in
comparison with them of Linear and Non-Linear up
and down chirp. Due to the Low Pass Filter (LPF) of
Fig. 4 the spectrum remains strictly band-limited as
desired.

With respect to the orthogonality property, in
Fig. 8 the cross-correlation is shown for a pair of

Applied Radio Electronics, 2013, Vol. 12, No. 1

generated phase noise signals. In comparison with the
up and down chirp (LFM and NLFM), a degradation
of 8-10 dB results.

B =100 MHz T =100 microsec BT =10000, Niter = 100
0,

-10

-20

-30

-401- A\

Normalized Auto-correlation (dB)

-50/

% s A 05 0 05
Time (s)

Fig. 6. PSRL near the mainlobe for two generated
phase noise signals with a band of 100 MHz and
a compression ratio of 10000
B =100 MHz T =100 microsec BT =10000, Niter = 100

-60 :
NLFM

70 LFM
o - /

j: il \

-120

Density Spectrum (dB/Hz)

-130

; |
1491 -0.75 -0.5 -0.25 0 0.25 05 0.75 1

Frequency (Hz) x10°

Fig. 7. Density spectrum of a phase noise signal
with an allocated band of 100 MHz

B =100 MHz T =100 microsec BT =10000, Niter = 1000

-20

-30 NLFM

LFM

-50 | \

)
691 -08 -06 -04 -02 0 02 04 06 08
Time (s)

Normalized Cross-correlation (dB)

-

x10*
Fig. 8. Normalized cross-correlation of a pair of phase
noise signal with a band of 100 MHz. Compression ratio
of 10000. In black the cross-correlations of the pair up and
down chirp (LFM and NLFM)

Considering now an amplitude soft limiter for the
ZMNL (see Fig. 9 for the I/O characteristic):
Output
(modulus)
L=ko |-

Input
(modulus)

Fig. 9. Soft limiter [/O characteristic
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and indicating with G, the power gain of the Low
Pass Filter (LPF) of Fig. 4, the Mean Envelope to
Peak Power Ratio has been evaluated.

It depends on the number of iterations m, and on

the ratio k = L being L the threshold of the soft lim-
(¢}
iter [17]. It results:

MEPPR = 2 [1 exp( 2(Gp)”")] a7

with m=1,2,....

Fig. 10 shows that only four iterations (in the
worst case when L =>5c and the effect of the limiter
is negligible) are needed to obtain a MEPPR between
-1dBand 0 dB.

By increasing the number of iterations, as shown
in the case of hard limiter, the PSLR decreases up to
—30 dB circa as shown in Fig. 11 for two different val-
ues of the threshold L.

Noise Signal, Gp = 4, B =100 MHz, T = 100 microsec

/F

L=c

L=2¢c

L=3c

Pave/Pmax (dB)

L=4g,

' ' ' ' ' ' ' ' '
© 0 N O 0o B O N = O

L=5¢

N
o

-
—

2 4 5

3
Number of Iterations

Fig. 10. Mean Envelope to Peak Power Ratio versus the
number of iterations, varying the threshold L = ko

Noise Signal, Gp =16, B =100 MHz, T =100 microsec
-10 T

15 —L/lo=1| i
|-L/s=5

-20)

PSLR (dB)
>

10 20 30 40 50 60 70 80 90 100
Number of Iterations

Fig. 11. PSLR versus the number of iterations
considering a soft limiter. Two examples of convergence
for L=c and L=>5c

3.3. Closed-Form algorithm to generate Phase
Noise Signals

A mathematical generation approach is based
on the following considerations. For a real Gaussian
process Van Vleck and Middleton [14] have shown
that the autocorrelation coefficient ( R, with 7=, —¢,)
of the output from a hard limiter is related with the
input autocorrelation coefficient (here denoted r ) by
the well known arcsine-law:

8

R = zarcsin(r) . (18)
s

Considering a complex Gaussian process, the
correlation R, after the hard limiter i.e. between:
ﬁ_ X =y L X+ ;

al Xt + 7 H_ X3 + )3
]
|||

ElHX N, + (0, + X 01)
XL+ VG + 2

where E{-} isthe statistical mean operator. Supposing

a symmetrical power density spectrum with respect to

the origin, the correlation is real and v =0 . Equation
(19) has been evaluated in [17] and it results:

and

19)

=uU+jv

R :b0r+ibn ! (20)
being: "
2
n :%.bn—ls by -2 n=1,23  (21)
n(n+ n

Then R, can be expressed as a sum of odd powers of
r , where the coefficients b, are very similar to those
evaluated for the arcsine-law:
B (2n-1)* b
" n(2n+1) "V

Fig.12 shows R, versus the input correlation r for
real and complex Gaussian process.

B=2 n=123  (22)
T

Amplitude Hard Limiter of a Complex Gaussian Process
1 I I

0.9/, —Complex Process
’ -=-(2/m)*arcsin(r) |
0.8 i
0.7 L
=06 L
3 >
2 e
\3, 0.5 e
@ 0.4 -
0.3 § Pt
0.2
0.1 e
0

0 0.1 02 03 04 05 06 07 08 09 1
r (input)

Fig. 12. Output autocorrelation (R) from a hard limiter
versus the input autocorrelation (7)

Inverting eq. (20) it is possible to pre-distort the
input autocorrelation to the hard limiter to obtain a
desired R, .

In such a way the requirements listed at the be-
ginning of section 3 can be met with no need for itera-
tions.

In fact, (a) the output autocorrelation is cho-
sen in order to satisfy the PSLR requirement and the
spectral band requirement, (b) the MEPPR require-
ment is satisfied by a suitable choice of the parameter
k (ref. Fig. 9) of the limiter (the hard limiter being
the situation k — 0) and (c) the orthogonality is ob-
tained by the randomness of the white Gaussian input

Applied Radio Electronics, 2013, Vol. 12, No. 1
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sequence, and may be enhanced by proper choices of
the generated output sequences.

3.4. Comparison of the algorithms

A quantitative comparison of the generation
methodologies is ongoing; the qualitative comparison
is shown in the following Table 1.

Table 1
Comparison of the algorithms (TBC = To Be Checked)
Algorithms
to generate Phase Noise Signals
. . Closed
Quality Axelsson [13] | Iterative Form
good only for
PSLR o<2rad | <—30dB | TBC
Orthogonality TBC <-30dB TBC
Band occupancy| non controlled | controlled | controlled
MEPPR 1 ~1 ~1
4. CONCLUSIONS

Coherent MIMO radars call for the design of sets
of orthogonal waveforms with (i) large enough Peak-
to-Side-Lobe-Ratio of the autocorrelation function,
(ii) fairly good mean power to peak power ratio and
(iii) an assigned spectral occupancy.

Having shown that there are conceptual draw-
backs in the Axelsson’s method [13], we have started
investigating two novel methods, i.e. a recursive and
non-recursive (closed form) one. Preliminary results
have been presented, but they are not sufficient, at the
moment, to define which one is preferable.
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IlocTpoenne pagMOIOKANMOHHBIX CHTHAJOB IS
mymoBoro MIMO papapa / I'. Tanatu, . IlaBan //
IpuknanHast paIuo3eKTPOHUKA: HAayd.-T€XH. XXypHaJl. —
2013. —Tom 12. — Ne 1. — C. 3—10.

Texnonorust Multiple-Input-Multiple-Output (MIMO)
SIBJISIETCSI HOBBIM HaIpaBJICHUEM B pauOJIOKAIIMU, KOTO-
poe MMeeT 3HAUMTEJIbHbIN MOTeHIIMAJT 7151 YJIyUIlIeHUsI Xa-
PaKTePUCTUK COBPEMEHHBIX PAAUOJIOKAIIMOHHBIX CUCTEM.
B omimumre ot OOBIYHBIX PaaMOI0KATOPOB C (ha3upoBaH-
HOW aHTeHHO# pemieTkoii, cucteMa MIMO moxet usiny-
YyaTh Yepe3 CBOM aHTEHHBI HECKOJIbKO CUTHAJIOB, KOTOPBIE
MOTYT OBITh KOPPEITMPOBAHBI MJIM HE KOPPEIUPOBAHBI PYT
¢ apyrom. JIuist tydiiiero pa3iesieHus pu MprueMe CUTHaJIbI
00513aTeJIbHO JOJIKHBI 00J1a1aTh CBOMCTBOM OPTOTOHAJb-
HOCTH. XOTSI OPTOTOHAJIBHOCTb MOXET TPOSBISITHCS BO
BPEMEHHOM, YaCTOTHOM 00JIaCTSIX WU TIPU KOAUPOBAHUU
CUTHAJIOB, JIJIsI TIPEIOTBPAIlleHUsI U3MEHEHUIA B Mornepey-
HUKE paccesiHus 11eJIM U HexenaTeabHbIX 3(dexroB Jlo-
Tuiepa, CUTHaJIbl JOJIKHBI TIEpelaBaThbCcsl OAHOBPEMEHHO
¥ Ha OJHON M TOI1 ke Hecylueil yactore. Kak ciaencrTeue,
OPTOTOHAJILHOCTb B CUTHAJIbHOM 00J1acTH HanboJiee mpe/i-
MOYTUTEIbHA, W JUISI YCIEITHOTO MCMOJb30BaHUSI TaKOM
CHUCTEeMBbI KJIIOUEBYIO POJIb UTPAEeT KaueCTBO MOCTPOCHUSI
CUTHAJIOB. XOpOIIWe Pe3yabTaThl IS PaauoJIOKAIIMOH-
HBIX cucteM ¢ TexHojorueit MIMO mokasbsIBaloT OpTOro-
HaJIbHbIE CUTHAJIBI CO cTy4yaiiHo (a3oii. B craTbe, mocie
BBegeHNsI B MIMO TexHOJI0THHY pagroIOKAIIMOHHBIX CH-
CTEM, TIPENICTAaBJIEHO CTaTUCTMYECKOE OIMUCAHWE OCHOB-
HBIX XapaKTEePUCTUK TAKUX CUTHAJIOB, B TOM YMCJIe aHAJIU3
aBTOKOPPEJISIIIMOHHBIX, KPOCC-KOPPEJSIIMOHHBIX U CITeK-
TpaJIbHBIX CBOMCTB. HakoHel, MpemoXeHo aBa HOBBIX
MeTofa Il TeHepalluu CUTHAJIOB CO CilyyaiiHo# (ha3oii:
PEKYPCUBHBII W HEPEKYPCUBHBIN (3aKpbiTasi (opma).
IIpenBapuTesibHbIE Pe3yJIbTaThl OYAYT MPEACTABICHBI.

Karoueswie cnosa: MIMO, opTOoroHabHbIE CUTHAJIBI,
(a30BbIi1 IIIyM.

Tab6n. 1. Un. 12. bubauorp.: 17 Hass.
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IToOynoBa pagioJIOKANiAHAX CHTHAJIB JJISI IIYMOBOTO
MIMO panapa / I'. l'anari, I'. [TaBan // [1puknamgHa pami-
OeJIEKTPOHiKa: HayK.-TeXH. xypHai. — 2013. — Tom 12.
—Ne [. - C. 3-10.

Texnomnorist Multiple-Input-Multiple-Output (MIMO)
€ HOBMM HATNPSIMKOM Y pajiojioKallii, IKUii Ma€ 3HAYHU I
MOTEHILia ISl TOJIIIIeHHS XapaKTepUCTUK Cy4aCHUX
pamioynokauiitHux cucteM. Ha BigMmiHy Bim 3Bu4aiiHUX
pamiojokaTopiB 3 (a3oBaHMMM aHTEHHUMU pelliTKa-
mu, cucrema MIMO Moxe BUMpOMiHIOBaTH 4epe3 CBOI
aHTEHU KiJibka CUTHAJIIB, SIKi MOXYTb OyTM KOpeJbOBaHi
abo0 HeKopeboBaHi OUH 3 oAHUM. JIJIsl Kpaloro mojiay
MpU TIPUITOMi CUTHAIM 00OB’SI3KOBO TIOBMHHI MaTH BJlac-
TUBICTh OPTOTOHAJIBHOCTI. X04Ya OPTOTOHAJBHICTH MOXE
MPOSIBJISITUCS B TAMYACOBIii, YaCTOTHOI 00J1aCTsIX a00 Tpu
KOJlyBaHHI CHUTHAJIIiB, ISl 3aro0iraHHsl 3MiH y Tornepe-
YHUKY PO3CiloBaHHS il i HebaxkaHux edekTiB Jlomepa,
CUTHAJIU TOBUHHI TIepeiaBaTUCs OJHOYACHO i Ha OfHIN i
Tii1 camiii Hecydilt yacToTi. K HacJIigOK, OpTOrOHAJIBHICTh
Yy CUTHaJIbHII 001acTi HalKpalla, i Is1 yCTIiIHOro BUKO-
PUCTaHHS TaKOl CUCTEMM KJIFOUOBY POJIb BiJirpa€ sIKicTh
MoOyIOBY CUTHAIIB. XOPOIIIi pe3yabTaTH IS pamioioKa-
LifHUX cucteM 3 TexHoJjoriero MIMO 1moka3yioTb opTo-
TOHAJIBHI CUTHAJIA 3 BUIIAAKOBOIO (pa3oio. Y cTarTi, Imiciis
BBefeHHS B MIMO TexHoIOTIi pagionoKaliitHuX CUCTEM,
MOJAETHCS CTATUCTUYHUI OMUC OCHOBHMX XapaKTePUCTUK
TaKUX CUTHAJIiB, B TOMY YMCJIi aHaJli3 aBTOKOPEISIIHHUX,
KPOC-KOPEJISILIMHUX i CIIeKTpaJbHUX BiIacTuBocTei. Ha-
pelTi, 3aMporoHOBaHO Ba HOBUX METOMIM JIJIsI TeHepallii
CHUTHAJIiB 3 BUTIaJIKOBOIO (ha3010: peKyPCUBHUI i HEPEKyp-
cuBHUi (3akpuTa popma). [lonepenHi pesyabTaT OyIyThH
MpeCTaBJICHI.

Karouosi cnosa: MIMO, opToroHaibHi curHanu, ¢a-
30BUI IITYM.

Tao6n. 1. In. 12. bi6aiorp.: 17 Haiim.
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WAVEFORM DESIGN FOR MASKING EFFECT REDUCTION
IN NOISE RADAR USING VITERBI ALGORITHM

E. TOHIDI, M. NAZARIMAJD, H. HAGHSHENAS, AND M.M. NAYEBI

Signal processing in noise radar is based on the calculation of the correlation between transmitted and
received signals. Strong echoes of nearby targets present relatively high sidelobes in the correlation function,
thus they can conceal weak echoes of far targets (masking effect). Therefore, finding methods to suppress this
effect becomes important. These methods can be implemented at the transmitter or receiver side. There are
many new methods developed for the receiver side and a few methods applicable at the transmitter side. The
main idea of suppressing side lobes at the transmitter is to design a specific noise signal instead of using pure
random noise. A new waveform design to reduce the masking effect is introduced in this paper, which is based
on Viterbi algorithm and the produced signals are quantized.

Keywords: masking effect, noise radar, sidelobe, Viterbi algorithm.

I. INTRODUCTION

Pulse compression is an effective method for
achieving medium- and high-range resolution in
long-range radars.

For a long time, the desired range resolution has
been obtained by means of linear frequency modula-
tion (chirp) and matched filtering, in both pulsed and
continuous wave (FMCW) radars. Recently, high
resolutions are frequently achieved in ultra-wide band
radars, often using noise or pseudo-noise signals for
target illumination [ 1—3]. The noise radar technology
is a radar technology which uses the noise continuous
waveform as a probe signal and correlation (or double
spectral) processing of the radar returns as its optimal
reception (matched filtering) [4]. Having been con-
sidered as early as the 1950s, the concept of noise ra-
daris not new [5]. Noise waveforms enable independ-
ent range and velocity resolution, which is regarded as
a very significant attribute in the design of surveillance
radar systems having moving target indicator (MTI)
capabilities. In addition, noise radar guarantees high
resolution, low cost, robustness to countermeasures
and good electromagnetic compatibility.

Moreover, noise radar waveforms are of interest
in LPI (low probability of intercept) radar and re-
peater jamming. These radars have been used for the
measurement of range profiles [6], Doppler estima-
tion [7], detection of buried objects [8], interferom-
etry [9] and inverse synthetic aperture radar (ISAR)
and synthetic aperture radar (SAR) imaging [10—12].
A more complete list of the literature on noise radars
is provided in [13].

One of the major troubles that should be con-
sidered in radar design is weak target echo that may
be masked by strong ones. This problem can be eas-
ily solved by utilizing range gain control in pulse ra-
dars, because of the time separation of near and far
echoes. Also it is reduced in FMCW radars by using
analogue filters benefiting from the frequency separa-
tion of near and far echoes. In contrast with pulse and
FMCW radars, there is no frequency or time separa-
tion in continuous wave noise radars. Consequently,
the sidelobes generated by range compression blocks
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may reduce radar sensitivity and detection range [14],
and in the case of two close targets with significantly
different RCS, it may also lead to masking the weak
one. Moreover, crosstalk signal and clutter can be
considered as important origins of masking effect.
Several methods have been developed to counter
the masking effect [15]. The crosstalk signal and the
ground clutter can be adaptively removed from the
received signal with an adaptive lattice filter [16, 17].
The non-zero Doppler clutter can also be removed by
using avariation of the previous method [18, 19]. Since
this method is not applicable to high-speed targets,
stretch processing has been proposed by Misiurewicz
and Kulpa [14] and Kulpa and Misiurewicz [20] to
overcome the masking effect in noise radars. Another
method of suppressing range sidelobe level (RSL),
applied to random binary phase coded waveforms,
has been introduced by Hong et al. [21]. An apodiza-
tion filtering technique, developed in [22], achieves
sidelobe suppression of greater than 20 dB. Nelander
[23] has presented a sidelobe suppression algorithm
based on inverse filtering. Sidelobe suppression can
also be achieved using an iterative algorithm known
as CLEAN [24]. Although all mentioned methods are
based on signal processing at the receiver part, there
are very few noticeable works focusing on the wave-
form design at the transmitter part of noise radars.
In [25], it is shown that transmission of a sine wave,
which is phase or frequency, modulated by random
noise waveform leads to improved sidelobe suppres-
sion in comparison with transmission of a pure noise
waveform. In [26], a method of waveform design with
the goal of masking effect suppression has been devel-
oped. The proposed waveforms use many short codes
to produce a code with the length of the product of
the shorter codes lengths. The resulted long code can
be arbitrarily long by introducing new shorter codes
iteratively. A method for designing chaotic waveforms
with parameter optimization for the purpose of com-
plex target detection has been suggested by Carroll;
however, it does not concern the masking effect [27].
As the review of noise radar literature shows, most
of the algorithms that have been developed in order
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to decrease the masking effect are applicable in the
receiver end. Hence, it should first be clarified that
whether masking effect reduction in noise radar is
possible by concentrating on waveform design [28].

In this paper, a new waveform design based on
Viterbi algorithm to reduce masking effect in random
phase modulated radarsis introduced. Uniqueness of
the developed algorithm comes from the quantized na-
ture of designed signal which is another step to applica-
bility. In previous waveform design methods which is
presented in [29], the output signals are analog phases
in range [-m,n]; however in practical radars, phases
should be quantized with limited number of bits.

In the following sections, first of Viterbi algorithm
is reviewed. second, all necessary parameters are de-
fined. Next, waveform design using Viterbi Algorithm
is introduced. Next, simulation results are discussed
and eventually paper will be concluded.

I1. VITERBI ALGORITHM

The Viterbi algorithm was proposed by Andrew
Viterbi in 1967 as a decoding algorithm for convolu-
tional codes over noisy digital communication links.
The algorithm has found universal application in de-
coding the convolutional codes used in both CDMA
and GSM digital cellular and etc.It is now also com-
monly used in speech recognition, keyword spotting,
computational linguistics, and bioinformatics [30].

Since that time, it has been recognized as an
attractive solution to a variety of digital estimation
problems [30].

In its most general form, the VA may be viewed
as a solution to the problem of maximum a posteriori
probability (MAP) estimation of the state sequence of
a finite-state discrete-time Markov process observed
in memoryless noise [30].

In the presence of intersymbol interference in
communication channels, using the whitening filter
in system results [31]:

Vo= oSulin +1 )

Where {n, } is a white Gaussian noise sequence,
{/} is a set of tap coefficients of an equivalent dis-
crete-time transversal filter with length of L and {/, }
s the information sequence.

MLSE of the information sequence {/, } is most
easily described in terms of the received sequence
{v,} at the output of the whitening filter. In the pres-
ence of intersymbol interference that spans L +1
symbols ( L interfering components), the MLSE
criterion is equivalent to the problem of estimating
the state of a discrete-time finite-state machine [31].
The finite-state machine in this case is the equivalent
discrete-time channel with coefficients {f, }, and its
state at any instant in time is given by the L most re-
cent inputs, i.e., the state at time k is

Sy =, Ly 5o di ). (2)
Where [/, =0 for £ <0 . Hence, if the information

symbols are M-ary, the channel filter has M’ states.
Consequently, the channel is described by an M*
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-state trellis and the Viterbi algorithm may be used to
determine the most probable path through the trellis.
The metrics used in the trellis search are akin to
the metrics used in soft-decision decoding of convo-
lutional codes. In brief, we begin with the samples
VisVaseesVy . » from which we compute the M**

metrics Iy

iy Inp(vy |[k Ay s Ay p) (3)

The M**' possible sequencesof 1, ,,,1,,....1,,1,
are subdivided into M* groups corresponding to the
M*" states (I,,,,1,,...,1,) Note that the M sequences
in each group (state) differin /, and correspond to the
paths through the trellis that merge at a single node.
Form the M sequences in each of the M’ states, we
select the sequence with the largest probability (with
respect to /,) and assign to the surviving sequence
the metric

PM\(I,,)=PM, ([L+17[L7"'vl2)

L1 )
=max Y Inp(v |1, 1D y)
P

The M -1 remaining sequences from each of the
M* groups are discarded. Thus, we are left with M~
surviving sequences and their metrics.

Upon reception of v, ,, the M L surviving se-
quences are extended by one stage, and the corre-
sponding ML*! probabilities for the extended se-
quences are computed using the previous metrics and
the new increment, whichis Inp(v, |15, 1.--15) -
Again, the M**! sequences are subdivided into M*
groups corresponding to the M’ possible states

(I;.5,1;,,---15) and the most probable sequence
from each group is selected, while the other M -1
sequences are discarded.

The procedure continues with the reception of
subsequent signal samples. In general, upon reception
of v, , the metrics

PM (1) =max[Inp(vy |1 gren i)+
+PM, (IL+k71 )]

That are computed give the probabilities of the

M* surviving sequences. Thus, as each signal sam-
ple is received, the Viterbi algorithm involves first the

computation of the M L*! probabilities
Inp(v, ., |IL+k g )+ PMy (L)

%)

corresponding of the M1*! sequences that form the
continuations of the M’ surviving sequences from
the previous stage of the process. Then the MX*! se-
quences are subdivided into M’ groups, with each
group containing sequences that terminate in the same
setof symbols 7, ,,.../,,, and differ in the symbol /, .
From each group of M sequences, we select the one
having the largest probability as indicated by (5), while
the remaining M-1 sequences are discarded. Thus, we
are left again with M’ sequences having the metrics
M, (1,.,) [31].
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II1. DEFINITION OF ISLR

The transmitted and received signals are repre-
sented by x, and y, respectively. Assuming a maxi-
mum delay of N samples for farthest target, signals
can be divided into N-sample blocks [32].

To extract information of targets at the receiver,
a time correlation between these signals is calculated,
which is between successive blocks. The time correla-
tion between block m and m+1 is represented:

m+1)N -1 *
PGm) =3 " v (6)
Where i=0.1,....N,m=0,1,....M -1, symbol *

represents complex conjugate and M is the total
number of blocks. Ignoring Doppler effect, received
signal is a delayed version of transmitted one

Yie = Xt - (7)
Suppose phase modulating signal:
x, =%, (8)

Using (5), (6) and (7) results:

DN-1g
Pam)=3," o
Range main lobe take place, when i and / are
equal and Range side lobe in other case. Sidelobes are
divided into two groups based upon sign of i —/ , show
them with C', and D, respectively [32]:

(m+1)N-1 /ek AL _
=D . p=12...,N

Ok —Okis) 9)

(m+2)N-1 jek —JOk—p
D zk (m+1)N ’

p=12..,N (10

In addition main lobe level is made up with C,
and D, which are equal to N Fig. (1) represents a
simple example of Masking weak target main lobe by
strong target sidelobe [32].

Main lobe
30

Strong Target
25

20
Side lobe

Main lobe

Side lobe
. WeakTarget

1

5 10 15 20

Fig. 1. Comparing magnitude of correlation
of a strong and weak target

The Integrated side lobe ratio (ISLR) is defined
as the total energy of sidelobes to total energy of main
lobe, will equal

ISLR= % (11)
| Do|” +|Co|
And J is defined as below:
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1 N 2 2

J:ﬁzp:1(|cp| +|Dp| ) -

ISLR is an appropriate measurement of mask-

ing effect, from now on, the purpose is to minimize

ISLR. Let’s have a more detailed look on ISLR. As

mentioned before, |Dy| and |Cy| are constant and

equal to N , thus minimization of ISLR and J are
equivalent. Expanding eq. (12):

12)

N N-1
J=>> Z {cos(0; +0,,, —0,, —0,)+
k=1 i=1 j=i+l (13)

+COS(9/'+N 0 vk =0y 0 vk )}

Procedure of finding the appropriate phases for
waveform design will be block by block, it means set
first N-signal block randomly. Find the second N-
signal block to minimize the ISLR due to these two
blocks, and continue these progress up to end.

To find the transition coefficients among Markov
process states, we rewrite Jin a new form. That is

J=J ot Iyt Iy oty (14)

Where, J ., is the constant part of J due to the
first N signal of first block which have been set and is
independent of the second block that is in optimiza-
tion process J ,,,m=N +1,...,2N , is part of Jwhich is
affected by signals 1 to m.

N  m-k-1
J .= Z c0s(0,, +0; =0, —0,,_,)+
k=m-N i=]
N m-N-1 (1)
> cos®,, +6,, v x =0, x —6,,%)
oy

i=

Implementation of VA to minimize ISLR is dis-
cussed in subsequent section.

IV. ALGORITHM

In section I, a general discussion of VA was pre-
sented and important parameters were described. Let
study this subject in detail.

The proposed waveform design method is based
on VA, thus a Markov process, states, transition
weights, decision criteria and all other parameters
should be defined and a one-to-one correspondence
between these parameters and the in hand problem
should be made.

Suppose, signals of first block are chosen com-

pletely random. Now we are going to ﬁnd the i”

block signals. More precisely, phase of i” block sig-
nals. Clearly, due to quantized nature of produced

signals, each phase can have 2" different values,
where nbits is the number of quantization bits. As
stated in previous section, ISLR is our criterion in de-
signing the signals. In addition, equivalence of ISLR
and parameter J was proved. Thus, the cost functions
are chosen based on parameter J. For designing each
new block signal, a new Markov process is synthe-
sized, which has N steps (equal to number of sig-
nals in a block). It means, each step is matched with
equivalent signal. In transition between step k to step

k+1,(k+1)" , signal is under investigation.
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Ideally, number of states in each step, is number
of all different cases of previous signals in the block.
However, simple calculations show that is impossible
in practical cases due to large consumption of memory
and calculations. Thus, parameter L is defined, which
is the memory (or buffer) size of algorithm. Parameter
L means, in process of calculating different choices
of 6, , different cases of the last L signals are kept,
however the other previous signals should have been
determined up to that moment. i.e. 6, , , should
have been determined and costs for 6, are calculated

based on 2" different values of 6, and many differ-
ent cases for 0, _;, to 6, ,. Remember, these differ-
ent cases are survived path of VA from previous step.
Now, 6,_, should be determined based on the 6,_;
of the minimum cost survived path of step &, and algo-
rithm continues. Remember in step NV, all the 0, _;
to 0, should be determined based onthe 6,_, to 6,
of the minimum survived path of N step.

A General description of proposed algorithm has
been described so far. Now it’s time to look in more
detail to the algorithm. As discussed in section II, sur-
vived pathin VA should be chosen based on a criterion.
In section II it was probability, however as mentioned
before, parameter J is our cost function and criterion
for determining survived path. Due to parameters L

and nbits , there are 2"**" states in each step. Each
step is determined with a unique survived path. In ad-
dition, each state has a cost, which is sum of corre-
sponding survived path, vectors cost. Let Illustrate the
above parameters through an example. Again, sup-

pose we are in transition of k" step to (k+1)" step.

Thus survived paths and costs of all the states in k"
are determined and we should calculate these param-

eters for stats of k+1step . There are 2" different
possibilities for 6, ,,. Vectors are the links, connect-
ing states of k™ step to states of (k+1)" step. There
are 2" outgoing vectors from each state of k™ step,
and incoming vectors to each state of step k+1 .
Each state in k" step is one of the 2"*L different
cases of 0, , to 0, , and each state in (k+1)" step is
one of the 2> different cases of 6, ,,, to 0, . Vec-
tors cost of this transition is calculated by Eq. (15).
Note that m=k+ N +1 and 6,, is the corresponding
value of 0,,,. Now, each state of step k +1 has 2"
incoming vectors with different costs. If vectors cost

are added to states cost of their sources, 2" dif-
ferent total cost for each state is found. Clearly, the
survived path is the path with minimum cost and the
state cost is the minimum of the costs.

Note that the process depends on the parameters:
N,L and nbits .

V. SIMULATION RESULTS

In this section, simulation results of developed
method are presented. Variation of ISLR versus L of
VA method for N =8 and different values of nbits is
plotted in Fig. (2). As expected, increasing nbits leads

2nbits
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to better ISLR (reduction in ISLR). In addition, note
that ISLR decreases while L increases, which was
predictable. This observation comes from the fact
that, increasing L , is translated to increasing memory
and including more cases that clearly result a better
performance and of course imply more computation-
al complexity.

Fig. (3) is similar to Fig. (2), however N =16.
Those observations are confirmed in this plot again.
Another interesting point is a negligible difference be-
tween the results of Fig. (2) and Fig. (3), which show a
low relationship with N, number of signals in a block.

It should be emphasized that the ISLR improve-
ment shown in following figures are in relative to pure
noise sidelobe level. It means, to obtain sidelobe level
of designed signal, these numbers should be added to
pure noise sidelobe level.

ISLR vs. L of VA method for N=8 and different nbits
1 - . .

—&—nhits = 1
Or —#—nhits = 21
; —¥—nbits =3
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Fig. 2. ISLR vs. L of VA method for N =8
and different values of nbits.

ISLR vs. L of VA method for N=16 and different nbits

0 T
.—:"\ —@—nbits = 1
Al "‘tvkj\::\‘\ —@—nbits = 2
v, —¥-nbits =3
2t
o
ic)
o -3f
—
Q N
-4+ \\‘ \.\?.\.
| =
-5 \V\Vﬂv "
\\
\ 4
-6 ;
0 ) 10 15 20

Fig. 3. ISLR vs. L of VA method for N=16
and different values of nbits

Few methods of waveform design for masking ef-
fect reduction have proposed till now. As mentioned
before, all these methods make analog outputs. To
have criterion of developed method performance,
one of the best previous methods presented in [29] is
compared with VA method, which is named Conven-
tional method in tables in the following.

To have a fair comparison, output phases of Con-
ventional method are quantized with similar number
of bits for VA method and the results are represented in
Table (1) for case N =8 and in Table (2) for N =16
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Table 1
Performance comparison (ISLR) of VA
and Conventional methods for N =8
nbits Conventional method VA method
1 -1.1dB -2.9dB
2 -2.7dB -3.7dB
3 -4.5dB -5.7dB
Table 2
Performance comparison (ISLR) of VA
and Conventional methods for N =16
nbits Conventional method VA method
1 -1.3dB -4.2 dB
2 -2.8dB -4.8 dB
3 -4.5dB -5.6 dB

ISLR of Conventional method is represented in
second column of both tables and the third column
is ISLR of VA method. First, second and third row of
each table is for the cases of number of bits equal to
one, two and three respectively. Better performance
of developed method is visible for all the conditions
and the results are similar for both cases N =8,16 .

VI. CONCLUSION

During the correlation process between trans-
mitted and received signals, relatively high sidelobes
of strong echoes of nearby targets can conceal weak
echoes of far targets (masking effect). There has been
a wide study on this subject which led to different
methods. These methods can be implemented at the
transmitter or receiver side.

There are many new methods developed for the
receiver side and a few methods applicable at the
transmitter side. The main idea of suppressing side
lobes at the transmitter is to design a specific noise
signal instead of using purely random noise.

In this paper a new waveform design to reduce
the masking effect was introduced which is based on
Viterbi Algorithm. The important difference of devel-
oped algorithm with other waveform design methods
is the quantized nature of the produced signal that
makes it more applicable. In addition, simulation
results showed the higher performance of developed
method in comparison with previous ones.
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VYIK 537.8

IlosyyeHue curHajga Ajis CHUXKEHHS MACKHUPYIOIIETO
3¢ ekTa B IyMOBOM PAIN0JIOKATOPE C UCNOJIb30BAHUEM AJI-
roput™a Burepon / E. Toxuau, M.H. Mamxk, X.X. Ixxapua-
Hu, M. Has6u // I1puknanHasi paiuoaieKTpoOHMKa: Hay4.-
TexH. XypHas. —2013. — Tom 12. — Ne . — C. 11-16.

O0OpaboTKka CUTHAJOB B IIYMOBOM paadOJIOKAIU
OCHOBaHa Ha BBIYMCJIIEHUN KOPPEISLUM MEXIy repeaa-
BaeMbIM U MPUHUMAEMbIM cuUTHajaMu. CHUJIBHOE BXO OT
Onuznexanux 1ejiei aBiseTcss TPUIYMHOU OTHOCUTETBHO
BBICOKOTO YPOBHSI OOKOBBIX JIETIECTKOB KOPPEJSLIUOHHON
byHKIIMK, TAKUM 00pa30M, OHU MOTYT CKPBITh CJTa0ble OT-
KJIMKM OT JaJIeKO PacoJIOXEeHHBIX Lieieil (3¢ heKT MacKu-
poBKu). [T03TOMY CTAaHOBUTCSI BaXKHBIM MOUCK METO/OB
IIJISI TIOJABJIEHMST 3TOTr0 3 PeKTa. DT METOIBI MOTYT OBITh
peanr30BaHbl HA MEepeaaloleii U Ha IPUEMHOI CTOPO-
He. CylllecTByeT MHOTO HOBBIX METOZIOB, pa3pabOTaHHbIX
NI KaHaJla TIPUeMHUKA, U HECKOJIbKO METOJ0B, TpUMe-
HsIeMbIX B KaHajie nepenatyvka. OcCHOBHas uues momja-
BJIEHUST OOKOBBIX JICTICCTKOB B TIepeIaTYNKe 3aKII0UaeTCs
B (hDOPMHMPOBAHUM LITYMOBOTO CUTHAJIA CO CIeIMaTbHbIMU
CBOICTBAaMM BMECTO UCTUHHO ciydaiiHoro mryma. HoBblit
crnocob6 (OpMHUPOBAHUSI CUTHAJIA C LICJIbIO YMEHbIICHUS
addekTa MaCKMPOBKM, KOTOPBIN TIPEJIOXKEH B CTaThe,
OCHOBaH Ha ajJroputMe BuTepOu ¢ KBAaHTOBAaHMEM IIOJIY-
YaeMbIX CUTHAJIOB.

Karouesvie crosa: mackupyomuii 3¢@eKT, 1IryMoBoOi
pannoyiokaTop, OOKOBBIE JIETIECTKU, aaropuTtM Butepou.

M. 03. bubauorp.: 32 Ha3B.

YIAK 537.8

OTpUMaHHS CUTHAJTY /151 3HIKEHHSI MACKYI0YOro edek-
Ty B IIyMOBOMY Pai0JIOKATOPi 3 BUKOPUCTAHHAM AJITOPUTMY
Birtep6i / E. Toxini, M.H. Mamx, X.X.[Ixxapiani, M.Has6i
// TIpukianHa pagioeIeKTpOHiKa: HayK.-TeXH. XKypHaJl. —
2013. —Tom 12. —Ne 1. — C. 11—16.

OO6poOKa curHaJIiB B IIIyMOBIli pajioyiokallii 3aCHO-
BaHAa Ha OOYMCIIEHHI KOpPEJALii MiX mepegaHuM i IpHu-
WHATUM curHaiamu. CuibHe BilJTYHHS Bif JOBKOJIMILIHIX
[iJIell € TIPUYMHOIO BIZHOCHO BMCOKOTO PiBHS OiYHMX
MEJIOCTOK KOpeJAliiiHOl (DyHKIIii, TAKUM YMHOM, BOHU
MOXYTb IMPUXOBAaTU CJa0Ki BiATYKHM Bil JajeKO PO3Talllo-
BaHUX Lineil (edekT MackyBaHHs). ToMy cTa€e BaxJIUBUM
MOIIIYK METOIB VIS 3aTJTylieHHsI 1Iboro edekTy. Lli MmeTomm
MOXYTb OYTU peali3oBaHi Ha MepeaaBajibHii a00 Ha Mpu-
WMaJbpHIl cTOpoHi. € GaraTo METOdIB, pO3POOJIEHNX IS
KaHaJy mpuiiMaya, i KiJibKa MEeTOIB, SIKi 3aCTOCOBYIOTHCS
B KaHaJli epenaBavya. OCHOBHA ifiesl 3amIyllieHHsST OiYHUX
TeJIIOCTOK B MepeaaBayvi rmoJjsirae y popMyBaHHi IIIyMOBOTO
CUTHAJIy 3i CITelliaJIbHUMU BIACTUBOCTSIMU 3aMiCTh iCTHMH-
HO BUITagKOBOTrO 1ymy. HoBuii criocié (popMyBaHHS cur-
HaJy 3 METOIO 3MEHIIIeHH e(peKTy MacKyBaHHsI, SIKWIA 3a-
MPOIIOHOBAaHU B CTaTTi, 0a3y€eThcsl HA aropuT™Mi BitepOi
3 KBAHTYBaHHSIM OJIep>KYBaHUX CUTHAIB.

Katouosi caoea: epekT MacKyBaHHS, IIIyMOBUI paio-
JIOKaTop, OiYHI MEeTIOCTKU, alropuT™ Bitepoi.

In. 03. Bi6aiorp.: 32 HaiiM.
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NEW METHOD FOR GENERATION OF QUASI-ORTHOGONAL CHAOTIC

SEQUENCES

KA. LUKIN, V.Ye. SHCHERBAKOV AND D.V. SHCHERBAKOV

A new method for generation of quasi-orthogonal chaotic sequences for applications both in radars and com-
munication systems has been suggested. The method is based upon a discrete chaotic map with two time
delay parameters. The phase space structure of the suggested algorithm has been analyzed using computer
simulation. The period spectrum of cyclic trajectories in the phase space for different values of the time
delay parameters has been founded. The statistical and correlation characteristics of binary pseudorandom
sequences, generated with the help of the suggested method have been studied in detail. It has been shown
that for the properly chosen time delay parameters the suggested discrete chaotic algorithm generates binary
pseudorandom sequences with a nearly uniform probability distribution. It has been shown that the correla-
tion characteristics of binary pseudorandom sequences generated are rather similar to those of random proc-

ess with a uniform probability distribution.

Keywords: quasi-orthogonal chaotic sequence, discrete chaotic algorithm, chaotic integer sequence, chaotic
map, phase space, binary pseudorandom sequence, autocorrelation and cross-correlation function.

INTRODUCTION

One of the problems extant in design of radar
and communication systems [1-5] lays in complex-
ity of truly random sequences generation. The most
appropriate generators of random sequences from the
viewpoint of their quality are the generators, based
on physical sources. However, they have number of
drawbacks, such as: implementation difficulties of
such generators in the required frequency band; com-
plexity of their integration with other systems and sub-
systems, and also no possibility of random sequences
reproducing using the same source.

That is why nowadays, pseudorandom sequences
are widely used in various radars, communication
and data transmission systems. A lot of algorithms for
pseudorandom sequences (PR-sequences) generation
are known to the date. Usually, recurrent algorithms
are used for the PR-sequences generation. Binary PR-
sequences on the basis of recurrent algorithms may be
readily realized as a computer code or, otherwise, as
a fast enough binary shift register. For example, so-
called M-sequences generator may be implemented
in this way. However, the main disadvantage of this
approach consists in the absence of mathematical
tool enabling derivation of algebraic polynomials for
the arbitrary large power, generating the sequences of
maximal period. In addition, their statistical proper-
ties, as a rule, are rather far from statistical properties
of truly random signals.

The choice of proper binary PR-sequences is a
very important stage of design and practical realiza-
tion of both radars and communication systems. The
chosen PR-sequence has to meet the requirements
for both good auto (cross)-correlation properties and
providing a large set for values of their lengths and,
in particular, large number of sequences ensembles
[2, 3, 5].

The known classes of both linear (M-sequences,
Hadamard-sequences, Gold-sequences, Kasami-
sequences and other) and nonlinear (Legendre-se-
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quences, bent-sequences and other) PR-sequences
do not meet some of the above requirements [5, 7].

Basic requirements to binary pseudorandom se-
quences (BPR-sequences), which can be used both in
radar and communication systems are as follows [5, 7
and 10]:

1) binary sequence must be balanced, i.e. a
number of «+1» differs from a number «-1» by no
more than one unit;

2) occurrence probability of block from « iden-
tical symbols must be close to p(k)=1/2F;

3) ensemble volume of binary sequences must
be maximally large;

4) autocorrelation function of binary sequence
must have one narrow peak and low side-lobes level,

5) it must be ensured a low level of cross-corre-
lation between different binary sequences;

6) binary sequences must be reproduced on the
receiving end of communication systems, i.e. it must
be ensured a possibility for exact reiteration of the gen-
erated binary sequence for the same initial conditions;

7) it must be ensured an acceptable complexity
of algorithm formula for its practical realization.

Nowadays, PR-sequences generated with a
computer code are in a wide use both in radars and
communication systems caused by resent advancing
in digital electronics. In turn, development of com-
putational mathematics methods resulted in elabora-
tion of the special generation algorithms for so-called
pseudorandom number sequences, in development
of which a special role plays the methods for chaotic
integer sequences generation in the limited interval of
integers.

Basic requirements to chaotic integer sequences
(Cl-sequences) are as follows [6, 8]:

1) high quality: statistical properties of Cl-se-
quence must be close to those of truly random process
and it might have as long pleriod as possible;

2) efficiency: algorithm for generation of CI-
sequence must be quiet fast and occupy the minimal
area in a computer memory;
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3) reproducibility: the algorithm might generate
exactly the same Cl-sequence of any length for a cho-
sen initial conditions, for arbitrary number of trials
and minor changes in initial procedure must result in
a generation of very different CI-sequences, still hav-
ing a high-quality statistical properties;

4) simplicity — the algorithm formula must be as
simple as possible in its realization and application.

In our opinion, random sequences generators
based upon multidimensional chaotic systems may
combine advantages of conventional random num-
bers generators used in computers and physical sourc-
es of noise signals.

In the paper we consider a new method for gen-
eration of quasi-orthogonal chaotic sequences, ap-
plicable in both radar and communication systems.
Besides we investigate the period spectrum of binary
pseudorandom sequences, generated according to the
method suggested, and also study their statistical and
correlation characteristics.

1. THE METHOD FOR GENERATION
OF BINARY PSEUDORANDOM
SEQUENCES BASED ON DISCRETE
CHAOTIC ALGORITHM

On the basis of mathematical model of self-os-
cillatory modes in one-dimensional electromagnetic
resonator with a nonlinear reflecting surface, the field
dynamics in which obeys the system of functional-
difference equations with rwo delays [9], the discrete
chaotic algorithm for generating binary pseudoran-
dom sequences has been developed and studied. This
algorithm can be attributed to the class of recurrent
parametric algorithms with two time delay param-
eters. The algorithms for PR-sequences generation
using nonlinear difference equation with one delay
have been derived in [11] from the model of nonlinear
ring self-oscillatory system with filtration and delayed
feedback.

The discrete chaotic algorithm suggested in our
paper is based on the discrete nonlinear functional
equation with two delay parameters, which in general
case may be written as follows:

Xn:F(Xn—qaxn—Q7q>Q’M)a (1)
where X, , X, , and X, , are calculated and given

terms of the generated chaotic integer sequence; 7,
q, O, M are integer natural numbers; M =2,3.4...;
0=234..;n=20+1;1<¢g<Q; q and Q are the first
and the second delay parameters, respectively.

F(X) is the function describing nonlinear trans-
formation (chaotic in general case) of initial values
of the electromagnetic field either in the problem of
self-oscillations in resonator with a nonlinear reflec-
tion [9] or in the time delay amplifying system [11],
but with two delayed feedback channels.

For g <Q the value of the delay parameter Q de-
termines the number of terms in the integer sequence
X, 1,X, 5. X, o. Using these values a new value

n-1>“n-2"*

of variables X, is iteratively calculated according to
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Eq.(1). That is why they might be used as initial con-
ditions for the iterative process of the PR-sequence
generation.

The authors has considered here the most simple
nonlinearity in the discrete chaotic algorithm Eq.(1),
namely linear dependence of the result on the linear
combination of two variables with two different de-
lays, but limited by modulus M:

v | Kat Ko T Xagt X g =M

- 2
"NXpeg + Xpg - M @)

otherwise

The theory of functional difference equations
implies the Eq.(2) with two delays is equivalently to
the system of Q equations with a single delay. Thus
a discrete algorithm (2) is defined on the bounded set
M of integer natural numbers, which belong to the
closed numerical interval [1, M]. For g<Q the phase
space of the dynamical system (2) has a dimension Q.
A number of system states in the phase space of the
system (2) that is defined on the bounded discrete set,
is finite and equals M©.

From Eq. (2) one can see that the return opera-
tion X, — X, — M isapplied to the values X, exceed-
ing M when generating chaotic integer sequence
{X,} , realizing thereby a nonlinear transformation of
the variable X, similar to the known algorithm of 1D
Bernoulli shift. Therefore the map (2) can be classi-
fied as multidimensional (M D) Bernoulli shift, oper-
ating in multidimensional phase space.

It is clear that in our case the algorithm for gen-
eration of chaotic integer sequences is the more rich
and more efficient in generation of many varieties of
quasi-orthogonal sequences suitable for applications
in both radar and communication systems.

Generation of binary pseudorandom sequence
has been implemented via clipping procedure of the
multilevel chaotic integer sequence with respect to
some threshold equals to M/2 according to the fol-
lowing rule:

i x, <M
Y, = Mz (3)
L X, >

Since every state for the self-oscillatory system is
defined on the finite and limited set of integers, the
system sooner or later returns back to its primary state
and process will be repeated. It means that a binary
sequence {Y,} formed by the system has a limited
length, representing a segment for pseudorandom
sequence of the above length. This implies that a
value M9 determines a maximal theoretical cycle,
but therefore a maximum possible duration of non-

periodic realization L =M, formed by the algo-
rithm of the given dimension. Appearance of a period
in the sequence {Y,} has been fixed when iteration
started with the exact values of initial conditions
X X X

n-1>*n-2+“*n-Q *
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2. RESULTS OF ALGORITHM STUDY

Phase space of the discrete dynamical system (2),
consists of a set of isolated points with co-ordinates
falling into the interval of integers [1,M ]| and deter-
mine unambiguously the system state. Dynamics of
the discrete dynamical system (2) may be described
with the help of its representative point in the plane
formed by the delayed coordinates which is, actual-
ly, an across-section of the phase space for the given
parameters of the map (2). If to connect these points
with solid lines we may get qualitative information on
the Cl-sequence length and chaotization rate of the
system motion for each given set of the system param-
eters.

Two examples are shown in fig. 1 and 2 for differ-
ent parameter sets of the map (2) .

140

1207k

100

100 120 140

Fig. 1. Cross-section of the map (2) phase space in the
delayed coordinates for the following parameter set of the
map (2): M =125, Q =3, q = 1; and Cl-sequence period

=775; representative points of the discrete dynamical

system (2) are connected with solid lines at the neighboring
instances of time

300

100 150 200 250 300
¥zl

Fig. 2. Cross-section of the map (2) phase space in the
delayed coordinates for the following parameter set
ofthe map (2): M=125, Q=3,q=1, M=257, Q=23,
g = 1; and Cl-sequence period = 66307; representative
points of the discrete dynamical system (2) are connected
with solid lines at the neighboring instances of time
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One can see from these figures that the system
path corresponds to the finite motion in the limited
domain of the phase space. It is also seen, that the
chaotization rate of any integer sequence strongly de-
pends on the parameters M , O, ¢. As a rule, with
the increase of the parameters M and Q both the
chaotiztion rate of the integer sequence and its period
are increased.

Achievable values of the period of the binary
pseudorandom sequences generated with the discrete
chaotic algorithm (2) have been studied as functions
of both the parameters ¢, O, M and initial condi-
tions.

Examples of the estimated period spectrum of bi-
nary pseudorandom sequences generated for various
set of the parameters are represented in the Table 1.

The analysis of the above results has shown that
there are some general laws in the periods estimations
for the certain values of the M parameter. The most
interesting cases take place for M parameter defined
according to the following formulas:

a) M=2% where k=1,23...,
b) M =3% where k=12,3...,
c) M=5% where k=1,273....
Rather simple analytical expressions for calcula-

tion of all periods of binary pseudorandom sequences
have been obtained for the above cases, respectively:

a) Periodqﬁgzk = k-l Perioa’q"i;2 , 4)
b) Period s> =31 Period 5, (5)
c) Period;:[stk =5k Period;:[st. (6)

Generalizing these formulas we may derive the
analytical expression for calculation of large enough

periods of binary pseudorandom sequences generated

by discrete chaotic map (2) depending on the ¢, Q,
and M parameters:

Period;,lQ:mk =m*! Period;”IQ:m , (7)

where m is an integer natural number; m=2,3.4....

The period spectrums of binary pseudorandom
sequences generated with algorithm (2) for the given

values of the parameters ¢, Q, and M , and found-
ed from the condition of exact reconstruction of the
given initial conditions are presented in the Tables 2,
3 and 4.The periods obtained via simulation and cal-
culated with formulas (4 - 6) have an absolutely exact
coincidence. Increasing the values of the M , O, and
g parameters we may generate the binary pseudoran-
dom sequences of the long enough length according
to the Eq. (7).

In particular, certain laws have been found for
the special case when M parameter equals to an even
number and only parameters Q and ¢ are varied. The
related results of the period spectrums estimation for
binary pseudorandom sequences for the above case
are represented in the Table 5. Analyzing the Table 5
we may derive the followings laws:
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1) The period spectrum of binary pseudor- Let denote as v the number of sequences with
anflom sequences, f_ormed by the algorithm (2), is  an identical period: Period(v)g{ ;- Then, for exam-
strictly tsymn.letrlc with respect to the mean value of ple, the writing Perio d(z)f;:m ~1920 means that for
paraieter 4 M =256 and Q=4 there are two sequences with the

2) There are several different sequences with the
same period in the phase space of the map (2). period equal 1920. It follows from this consideration

48 | 528 | 12166 | 1518 | 139920 | 6436342 *
24 56 240 | 1092 6552 92456 396396 5840 1457960 | 13404552 | 4270560

50 | 155 780 120 7810 97655 5580 1953100 | 4882810 | 2436720 | 33908420
84 | 168 | 10980 | 2562 | 7797132 * * * * * *

Table 1
The period spectrum of binary pseudorandom sequences for the parameters set:
g=1,0=23...12 and M =2,3...32
Period
M/Q| 2 3 4 5 6 7 8 9 10 11 12
2 3 7 15 21 63 127 63 73 889 1533 3255
3 4 8 40 26 364 728 3146 80 1640 8744 6560
4 6 14 30 42 126 254 126 146 1778 3066 6510
5 10 31 156 24 1562 19531 1116 390620 976562 487344 | 6781684
6 24 56 240 546 6552 92456 198198 5840 1457960 | 13404552 | 4270560
7 16 57 342 336 2400 48 1921600 | 2241867 | 1680600 | 4483734 117648
8 12 28 60 84 252 508 252 292 3556 6132 13020
9 12 24 120 78 1092 2184 9438 240 4920 26232 19680
10 60 217 1560 168 196812 | 2480437 15624 * * * *
11 10 60 1330 120 118104 885775 * 590520 * 120 *
12 24 56 240 546 6552 92456 198198 5840 1457960 | 13404552 | 4270560
13 28 168 | 2196 | 366 371292 | 5198088 * * * 2613240 *
14 48 399 1710 | 336 50400 5096 * * * * *
15 40 248 | 3120 | 312 568568 | 14218568 | 3510936 | 1562480 * * *
16 24 56 120 168 504 1016 504 584 7112 12264 26040
17 36 288 96 288 88416 * 83520 * * * *
18 24 168 240 546 6552 277368 198198 17520 4373880 | 13404552 | 4270560
19 18 381 | 14480 | 180 | 2476098 * * * * * *
20 60 434 1560 168 196812 | 4960874 15624 * * * *
21 16 456 | 13680 | 4368 | 218400 4368 * * * * *
22 30 420 | 3990 | 840 354312 * * * * 61320 *
23 * % %k k
24
25
26
27
28
29
30
31
32

36 72 360 234 3276 6552 28314 720 14760 78696 59040
48 798 1710 | 336 50400 6096 * * * * *
14 840 | 12194 | 5226 | 707280 731640 * * * * *
120 | 1736 | 3120 | 2184 | 5117112 * * * * * *
30 920 | 61568 | 1986 | 476640 923520 * * * * *
48 112 240 336 1008 2032 1008 1168 14224 24528 52080
Note: * — more 16000000
Table 2

The period spectrum of binary pseudorandom sequences for the parameters set:

g=1,0=23...15 and M =2%, where k=1,2,3...11

Period
2 4 8 16 32 64 128 256 512 1024 2048
3 6 12 24 48 96 192 384 768 1536 3072
7 14 28 56 112 224 448 896 1792 3584 7168
15 30 60 120 240 480 960 1920 3840 7680 15360
21 42 84 168 336 672 1344 2688 5376 10752 21504

63 126 252 504 1008 2016 4032 8064 16128 32256 64512
127 254 508 1016 2032 4064 8128 16256 32512 65024 130048
63 126 252 504 1008 2016 4032 8064 16128 32256 64512
73 146 292 584 1168 2336 4672 9344 18688 37376 74752
889 1778 3556 7112 14224 | 28448 56896 113792 | 227584 | 455168 | 910336
1533 | 3066 | 6132 12264 | 24528 | 49056 98112 196224 | 392448 | 784896 | 1569792
3255 | 6510 | 13020 | 26040 | 52080 | 104160 | 208320 | 416640 | 833280 | 1666560 | 3333120
7905 | 15810 | 31620 | 63240 | 126480 | 252960 | 505920 | 1011840 | 2023680 | 4047360 | 8094720
11811 | 23622 | 47244 | 94488 | 188976 | 377952 | 755904 | 1511808 | 3023616 | 6047232 | 12094464
32767 | 65534 | 131068 | 262136 | 524272 | 1048544 | 2097088 | 4194176 | 8388352 | 16776704 | 33553408

&
—_ == ===
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Table 3
The period spectrum of binary pseudorandom sequences for the parameters set:
g=1,0=23...12 and M =3k, where k=1,2,3...10
Period
Q/M| 3 9 27 81 243 729 2187 6561 19683 59049
2 4 12 36 108 324 972 2916 8748 26244 78732
3 8 24 72 216 648 1944 5832 17496 52488 157464
4 40 120 360 1080 3240 9720 29160 87480 262440 787320
5 26 78 234 702 2106 6318 18954 56862 170586 511758
6 364 | 1092 3276 9828 29484 88452 265356 796068 2388204 7164612
7 728 | 2184 6552 19656 58968 176904 530712 1592136 4776408 14329224
8 3146 | 9438 | 28314 84942 254826 764478 | 2293434 | 6880302 20640906 | 61922718
9 80 240 720 2160 6480 19440 58320 174960 524880 1574640
10 | 1640 | 4920 | 14760 44280 132840 398520 1195560 3586680 10760040 | 32280120
11 | 8744 ] 26232 | 78696 | 236088 708264 | 2124792 | 6374376 | 19123128 | 57369384 | 172108152
12 {6560 | 19680 | 59040 177120 531360 1594080 | 4782240 | 14346720 | 43040160 | 129120480
Table 4
The period spectrum of binary pseudorandom sequences for the parameters set:
g=1,0=2,3..12 and M =5*, where k=1,2..5
Period
o/M 5 25 125 625 3125

2 10 50 250 1250 6250

3 31 155 775 3875 19375

4 156 780 3900 19500 97500

5 24 120 600 3000 15000

6 1562 7810 39050 195250 976250

7 19531 97655 488275 1441375 12206875

8 1116 5580 27900 139500 697500

9 390620 1953100 9765500 48827500 244137500

10 976562 4882810 24414050 122070250 610351250

11 487344 2436720 12183600 60918000 304590000

12 6781684 33908420 169542100 847710500 4238552500

3. STATISTICAL AND CORRELATION
CHARACTERISTICS OF BINARY

that the Results of the Table 5 may be presented as

follows:

Period(1)

Period(2)3) 1, =
Period(1);s_, =

One can see that with growth of the parameter Q
the number of different sequences with an identical

256 _
2,q=1 —

768, Period(2)7., 5 =

period is growing as well.

384, Period(4){7° 4710 =

896, Period(4)$,sq6=1,3,4,6 =

1920.

196224,

16256,

PSEUDORANDOM SEQUENCES
Probability distribution uniformity (or equiprob-

ability) of integers overa given interval [ 1, M |isa very

important issue in the problem of the generation of

chaotic integer sequences. From this point of view the

suggested discrete chaotic algorithm (2) is not perfect.
Nevertheless computer simulation carried out have
shown, that for the properly chosen values of the M ,

0, g parameters the algorithm (2) generates prac-
tically uncorrelated chaotic integer sequences with

nearly uniform probability distribution: p(x)=1/M ,
provided the following condition is met:

Table 5
The period spectrum of binary pseudorandom sequences for the parameters set:
M =256, 0=23...11 ug=1,23...10
Period
Q/q 1 2 3 4 5 6 7 8 9 10

2 384
3 896 896
4 1920 768 1920
5 2688 3968 3968 2688
6 8064 1792 1152 1792 8064
7 16256 11904 16256 16256 11904 16256
8 8064 3840 27776 1536 27776 3840 8064
9 9344 59520 2688 65408 65408 2688 59520 9344
10 113792 5376 130944 7936 1920 7936 130944 5376 113792
11 196224 262016 249984 | 196224 76160 76160 196224 | 249984 | 262016 | 196224
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Periodé‘{q (modM)=0. 8)

Among the chaotic integer sequences generated
by discrete chaotic algorithm (2) there are sequences
for which condition (8) is met exactly, as in the below
example:

Periody, =390620/5=78124..

At the same time, there are many sequences for
which condition (8) cannot be met exactly. Never-
theless, there are many sequences for which Eq. (8)
is met approximately, and such sequences are also of
a great practical interest. For example, chaotic inte-
ger sequences, generated with the suggested discrete
algorithm (2), may be related to the sequences of that
type:

Period}ﬁ5 =488275/125=3906,2;

Periods)’ =66307 /257 =258,004 .

The histograms of appearance frequency for
generated integers in some chaotic integer sequences
(CI-sequences) above mentioned are presented in fig.
3and 4.

1
mESa= T paxtnt matnt_ 1,
maxShm T812  maxfhee mimiht u
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Fig. 3. Histogram of appearance frequency for different
integers in CI-sequence for the following parameters:
M=5,0=9,qg=1; Period =390620

6000
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Fig. 4. Histogram of appearance frequency for different
integers in Cl-sequence for the following parameters:
M=125,0=7,q=1; Period =488275
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We also analyzed the appearance frequency of
the blocks of k identical characters in different re-
alizations of binary pseudorandom (BPR) sequences
generated via algorithm (2) and further application of
the clipping operation (3). It is known that for ideal
random process the appearance probability of blocks
compound of k identical characters of binary process
obeys the following probability distribution function

p(k)=1/2% [10]. Appearance frequencies of blocks
of k identical characters in BPR-sequence obtained
with the help of computer simulation using the algo-
rithm (2) are presented in fig. 5 and 6.

Besides, estimations of correlation character-
istics of BPR-sequences have been done for bulk
enough BPR-sequences (a few hundred), generated
via the algorithm (2) without any preferences in their
balance characteristic.

log block)

{3)

Fig. 5. Appearance frequency of blocks of k£ identical
characters in BPR-sequence as function of parameter k;
M=5,0=9,qg=1; Period =390620. Dashed line

corresponds to the probability distribution p(k)=1/2*

log blagy ) .

-3

Fig. 6. Appearance frequency of blocks of k identical
characters in BPR-sequence as function of parameter k;
M=125, Q=7, q=1; Period =488275. Dashed line

corresponds to the probability distribution p(k)=1/ 2k

Applied Radio Electronics, 2013, Vol. 12, No. 1



Lukin K.A., Shcherbakov V.Ye. and Shcherbakov D.V. New method for generation of quasi-orthogonal chaotic sequences

Both autocorrelation and cross-correlation func-
tions for the generated BPR-sequences of the length
N equal to the period ( Period ) of the generated se-
quences according to the Tables 1...5, have been stud-
ied aswell. Autocorrelation functions for two different
realizations of BPR-sequences, generated via discrete
chaotic algorithm (2) are presented in fig. 7 and 8.

The maximal levels of the autocorrelation function
side-lobes lay within the following range

R =(2,4..4,6)/IN , )

where N isthe length of the BPR-sequence.

The results obtained have shown that autocorrela-
tion and cross-correlation functions of BPR-sequenc-
es generated via Eq.(2) are rather close to those of an
ideal random process with the uniform distribution.
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Fig. 7. Autocorrelation function of BPR-sequences
for the following parameters:
M=125, Q=3, g=1; Period =775
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Fig. 8. Autocorrelation function of BPR-sequences
for the following parameters:
M=257, Q=3, g=1; Period =66307

The maximal outlier characteristics of the cor-
relations are practically the same in all investigated

Applied Radio Electronics, 2013, Vol. 12, No. 1

auto- and cross-correlation functions and they are
rather close to similar characteristics of the auto- and
cross-correlations of random sequences with uniform
probability distributions [7, 8 and 10].

CONCLUSIONS

1. A new method for generation of quasi-or-
thogonal chaotic sequences has been suggested for
applications both in radars and communication sys-
tems. The method is based upon a discrete chaotic al-
gorithm of a recurrent parametric type with two delay
parameters. This algorithm allows generating a rather
wide family of binary pseudorandom sequences.

2. Phase space structure of the suggested algo-
rithm has been investigated and analyzed via com-
puter simulation technique. The period spectrum of
cyclic trajectories in phase space for different values
of time delay parameters has been found. The analyti-
cal expression for calculation of rather long periods
of BPR-sequences generated via discrete chaotic map
with to delay parameters.

3. Statistical and correlation characteristics of
BPR-sequences, generated according to the method
suggested have been studied in detail. The computer
simulation has shown that for the properly chosen
values of the delay parameters the suggested discrete
chaotic algorithm generates binary pseudorandom se-
quences with close to uniform probability distribution
p(x)=1/ M. The correlation characteristics of BPR-
sequences generated correspond to the correlation
characteristics of the random process with uniform
probability distribution.

4. It is shown that quasi-orthogonal binary se-
quences, generated according to the method suggest-
ed fulfill all the requirements to the signals used both
in radars and communication systems.
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IIpemioxeH HOBbI MeTon (OPMUPOBAHUST KBa3u-
OPTOTOHAJIBHBIX XaOTUYECKUX TOCIIEI0BATEIbHOCTEN IS
MPUMEHEHUS KaK B pajapax, TaK U B CBSI3HBIX CUCTEMaX.
Merton pa3paboTaH Ha 0a3ze JDMCKPETHOTO XaOTUYECKO-
ro oTOoOpaXeHus C ABYMSl TapaMeTpaMy 3aras/iblBaHus.
KoMnbloTeEpHBIM ~ MOJEIMPOBAHUEM MPOAHATU3UPOBA-
Ha CTpykTypa (a30BOr0 MPOCTPAHCTBA MPEIJIOXKEHHO-
ro ajgroputMma. HaiiieH crnekTp mepuogoB IMKIMYECKUX
TpaekTopuilt B (Da30BOM IPOCTPAHCTBE, Pa3IUYaIOIINXCsI
rnapameTpamu 3anasasiBaHusi. [IpoBeneHo ucciegoBaHue
CTaTUCTUYECKUX U KOPPEISIIIMOHHBIX XapaKTePUCTUK Ou-
HapHbBIX IICEeBAOCIyYaliHBIX ITOCIeI0BaTeIbHOCTE!, chop-
MMPOBAHHBIX COIJIACHO MeToay. MojenupoBaHue I10-
Kas3ajo, 4To MPU COOTBETCTBYIOIIEM BBIOOPE MapaMeTPOB
3aMa3ablBAHUN TIPEIJIOKEHHBIA JTUCKPETHBIA XaoTh4de-
CKuUit anroput™ hopMUpyeT OMHAPHbBIE TICEBAOCTyYaiiHbIE
MOCE0BATEeIbHOCTU C pacIipe/ie/leHUEM BEPOSITHOCTEN,
0IM3KHUM K paBHOMepHOMY. IlokazaHo, UTO KOppesiu-
OHHBbIE XAPAaKTEPUCTUKU OWHAPHBIX TICEBAOCITYYaiHbIX
rocJieIoBaTeJIbHOCTE, C(HOPMUPOBAHHBIX JIUCKPETHBIM
XaOTUYECKUM QITOPUTMOM, COOTBETCTBYIOT KOPPEJSIIN-
OHHBIM XapaKTepPUCTUKaAM CJIy4aliHOTO IMpoliecca C paBHO-
MEPHBIM pacrpe/ieieHueM BepOSITHOCTE!.

Knrouesvie cnosa: KBa3UOPTOTOHAIbHAS XaoTHYE-
CKasg MOCJIeN0BATEIbHOCTb, AUCKPETHBIA XaOTUYECKUIA
JITOPUTM, XaOTUYECKAas LIeJIOYUCTIEHHAsI ITOCJIe10BATENb-
HOCTh, XaOTMYECKOe OToOpaxeHue, (ha3oBoe MPOCTpaH-
CTBO, OMHAapHas MceBaoCIyYaiiHas Mocjieq0BaTeIbHOCTbD,
aBTOKOPPEJISILIMOHHA W B3aMMHOKOPpPEJSILMOHHAs
GyHKIMS.

Tabs. 5. Puc. 8. bubauorp.: 11 HauM..

VIK 621.396.2.018.424

Hoguii meTon ¢opMyBaHHsI KBa3iOPTOrOHAILHUX Xa0-
TauHux nocainosHocteit / K.O. Jlykin, B.€. Illepbakos,
[.B. lep6akos // [IpukiagHa pagioeleKTpOHIKa: HayK.-
TexH. kypHal. — 2013. — Tom 12. — Ne 1. — C. 17-24.

3anpornoHoBaHUl HOBUI MeToi (hOpMyBaHHSI KBa-
3i0pTOrOHAJIBHUX XaOTUYHUX TIOCiIOBHOCTE I 3a-
CTOCYBaHHS $IK B pajgapax, TaK i B CUCTeMax 3B’s3KY.
Meton po3pobiieHuii Ha 0a3i AUCKPETHOIO XaOTUYHOTO
BimoOpaxkeHHs1 3 JBOMa IlapaMeTpaMu 3alli3HIOBaHHSI.
Komm’ioTepHUM MoJeIIoBaHHSIM MpoaHali3oBaHa CTPYK-
Typa ($a30BOro MPOCTOPY 3arpONOHOBAHOTO aJITOPUTMY.
3HalAeHUI CMEeKTp MepiofiB LMKIIYHUX TPAEKTOPIi Y
¢da3oBOMy MPOCTOPi, IO PO3PI3HSIIOTHCS IapaMeTpaMu
3ami3HioBaHHs. [IpoBeneHO MOCTIIXKEHHsI CTaTUCTUYHUX
1 KOpessIiiHMX XapaKTepUCTUK OiHAapHUX TICEBIOBUIIAI-
KOBHUX MMOCJIiIOBHOCTEM, C(hOPMOBAHUX 3TiIHO 3 METOJIOM.
MogpenoBaHHs MoKa3ajo, 1110 MPU BiNOBiTHOMY BUOODI
IapaMeTpiB 3alli3HIOBaHb 3alPOTIOHOBAHUM TUCKPETHUI
XaOTUYHUIU alropuT™M (GopMye OiHApHI IICeBIOBUMNAIKOBI
MOCIiIOBHOCTI 3 PO3MOIIIOM HMOBIpHOCTEM, OJIM3bKUM
o piBHOMipHoro. [Toka3aHo, 1110 KOpessiiiiHi xapakTe-
PUCTHUKM OiHAPHUX TICEBAOBMUITAJKOBUX MOCIiIOBHOCTEMH,
chopMOBaHUX AUCKPETHUM XaOTUYHUM aJITOPUTMOM, BiJl-
MTOBIAAIOTh KOPEJSIIIHHIUM XapaKTepUCTUKAaM BUTIaIKOBO-
'O MPOILIECY 3 PIBHOMIPHUM PO3IOIIIOM MOBIpHOCTEI.

Karouoesi cnosa: KBa3iopToroHajbHa XaoOTUYHA MOCJIi-
JIOBHiCTb, NTUCKPETHUI XaOTUYHUI aJITOPUTM, XaOTHUYHA
LiJIounceNIbHA TTOCITiIOBHICTh, XaOTUYHE BimoOpaKeHHS,
¢a30BUii mpocCTip, OiHAapHA MCEeBIOBUITAJKOBA ITOCIIT0B-
HICTh, aBTOKOpEJISIIIifHA Ta B3a€EMOKOpeEILiiiHa (yHK-
1Iis1.

Tab6m. 5. In. 8. bidmiorp.: 11 HaiiM.
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GRAPH-BASED WAVEFORM DESIGN FOR RANGE SIDELOBE SUPPRESSION

HAGHSHENAS H. AND NAYEBI M. M.

The cross-correlation between transmitted and received signals is known as a common processing method
in noise radars, but, it creates a lot of undesirable sidelobes which can mask weak echoes of far targets. A lot
of receiver-based algorithms are developed due to masking effect suppression. In this paper, a transmitter-
based method of waveform generation based on the graph theory is presented. First stage of this method tries
to design a graph consisting of nodes each corresponds to a random subsequence. In Second stage, output
sequence is generated by moving from one node to another based on the probability of each edge. First stage
is done offline while the second one is performed online. The subsequences are designed in a way that the
correlation sidelobe levels generated by two adjacent subsequences are reduced. The waveform randomness
is measured and compared with purely random waveforms.

Keywords: Random waveform generator, Graph theory, Random walk.

1. INTRODUCTION

Random signal radar (RSR) is a kind of radar
whose transmitted signal is generated by microwave
noise source or modulated by the lower frequency
white noise. Noise radar applications are very versatile
[1], such as range profiles measurement, detection of
buried objects, interferometry, collision warning, sub-
surface profiling, and ISAR and SAR imaging. One of
the main problems is the masking effect of strong tar-
get echoes on weak ones. Several methods have been
developed to counter the masking effect [2] such as
adaptive lattice filter |3, 4], stretch processing [5, 6],
apodization filtering [7], inverse filtering [§] CLEAN
method [9, 10] and etc. Most of methods can be cat-
egorized as the receiver side methods. While there are
various methods in this category, there are few meth-
ods focusing on the waveform design at the transmit-
ter part of noise radars. In our previous works [11-13],
it is clarified that masking effect reduction in noise ra-
dar is possible by concentrating on waveform design.
The developed method is called “Forward-Design”
method which can generate a random signal based on
consecutive subsequences.

In this paper, we expand this method and com-
bine it with the graph theory due to online generating
unlimited-length noise-like waveform based on an of-
fline design. The online generation of waveform from
a given graph is handled by means of random walk.
In this paper the method of generating and expanding
a strongly connected graph is discussed. The way of
designing subsequence of each node in a way that the
correlation sidelobe levels are reduced is explained.
Then the method of random walk is described. Fi-
nally, by means of computer simulation, the ability
of the proposed method in decreasing masking effect
is evaluated. Moreover, the randomness future of the
generated waveform is taken into consideration.

2. CORRELATION PROCESS

Commonly, receiver unit of a noise radar per-
forms correlation processing between reference signal
and the received one [14], represented by x, and y, ,

respectively. In this paper phase-modulated (PM)
signal is taken into consideration. The amplitude of
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signal, without loss of generality, is assumed to be one
and its phase is the design object.
x, =e’%. (1)
Since the maximum correlation shift is far less
than the integration time, the correlation process
can be done on N-point adjacent subintervals of the
reference signal and corresponding 2 N-point subin-
tervals of the received signal. This process is made in
M parallel pulse compressors (PC), where M is the
number of adjacent subsequences of the reference
signal. Each PC unit outputs N +1 samples which
correspond to radar range cells. The # output sam-
ple of m" PC is shown by p(r,m), where r=0,1,..., N
and m=0,1,...,M —1. Outputs of PC groups are then
processed by Doppler processing which can be im-
plemented by applying M-point FFT [9]. Using an
appropriate  CFAR detection algorithm, existing
targets can be extracted from range-Doppler matrix

0=[q(r,m)].

(m+1)N-1 )
p(ram) = Z XY ksr 2)
k=mN
M-1 o
q(r,m)="Y" p(r.k)e™" " u 3)
k=0

We suppose that the received signal is a de-
layed version of the transmitted one (d samples), the
stretch of the signal envelope due to target movement
during the integration time of one subinterval and also
its Doppler effect are negligible.

(msDN-1
plr,m)= Z XiXisr—d 4)
k=mN

Range mainlobe is occurred when rand d are
equal; in other cases, range sidelobes are produced.
We divide sidelobes of Point Spread Function (PSF)
into two groups based on the sign of ¥ —d , represent-
edby C, and D,(p=1,2,...,N). We show both C,
and D, togetherwith S, (p=1,2,...,2N ). §; (C; or
D) represents the mainlobe level of PSF.

(m+1)N-1 .
M=% xx., Q)
k=mN
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(m+2)N-1 .
D=3 xx_, (6)
k=(m+1)N
C,, =1,2,....N
s,= 7 ? )
D, y, p=N+1,N+2,.. 2N

The Integrated Sidelobe Ratio (ISLR) is used as
the measure of range sidelobe effect evaluation. ISLR
is defined as the ratio of total sidelobes energy to the
mainlobe energy of the PSF.

1 2N 2
Jo b 8
N S, ®)
2
ISLR=2NJ/ s,| ©)

It can be considered that the expectation value of
ISLR equals to 2 in the case of purely random signals
[11].

3. SUBSEQUENCES DESIGN

The methods presented in literature and dis-
cussed in section 1, try to decrease masking effect by
applying an appropriate signal processing method on
the received signal. In [11], it is shown that an alterna-
tive solution is usage of a well designed random wave-
form which leads to a better ISLR in comparison with
pure random waveform. Moreover it is illustrated that
obtaining a waveform with lower ISLR that can keep
its randomness characteristics is possible by imposing
some appropriate constraints on the waveform gen-
erator.

Considering (5)-(9), it is obvious that ISLR of
each PC subinterval only depend on N-point refer-
ence signal of current and next subsequences. This
property is the base of the proposed method in [11],
called “Forward-Design” method. The main idea be-
hind the Forward-Design method is to calculate each
N-point subsequence of reference signal as a function
of previous one with supposing ISLR minimization
as the cost function. To begin the method, the first
subsequence is selected randomly. The second sub-
sequence is derived by minimizing the cost function
of the first one. Applying the same procedure to the

Improvemnt in ISLR

9.5
9} > >
o)
S
x 85
o |
<
-3
s Forward-Design
75 1 1 1 A
0 2000 4000 6000 8000 10000
Subinterval Length (N)
(a)

second subsequence leads to the generation of the
third one and this process can be continued until the
arbitrary length is reached. According to this method,
a random sequence can be generated by attaching
these subsequences.

The procedure of Forward-Design method can
be modeled as a directed path graph [15]. The di-
rected graph, generated by this method, has only one
path. Actually, this directed graph is a weakly con-
nected graph. It means that replacing all of its di-
rected edges with undirected edges produces a con-
nected (undirected) graph [16]. To generate a larger
path in this method, it is necessary to add new nodes
to the graph. Therefore, in order to generate unlim-
ited length waveforms, design of new subsequences is
required to be performed online. This characteristic
imposes heavy computational expense on the trans-
mitter. An alternative method to generate random
waveform based on predesigned subsequences is de-
veloped in this paper. To develop a method for gener-
ating random waveform offline, we need to produce a
strongly connected graph which contains at least one
path from one node of the graph to every other node
[16]. To generate and expand a strongly connected
graph, we need to introduce a way to insert a node
into an existing strongly connected graph. To fulfill
this purpose, we should find a method of generating
a subsequence which is placed between two existing
subsequences and satisfy minimum ISLR condition.
By reformulating the Forward-Design algorithm in
reverse order (Backward-Design) and combining
with forward order (Forward-Design), each N-point
subsequence of the reference signal can be calculated
as a function of the next and previous subsequences by
minimizing ISLR as the cost function. This method
is called “In-Between-Design” method. By applying
this method, we can produce a subsequence which is
laid between two known subsequences and has a re-
duced ISLR in correlation with its previous and next
subsequences.

The cost function of In-Between-Design meth-
od is assumed to be the summation of the cost func-
tions of Forward-Design (/,,) and Backward-Design
methods (/).

Improvemnt in ISLR

In-Between-Design

62¢ .
0 2000

4000 6000

8000 10000
Subinterval Length (N)
(b)

Fig. 1. Improvement of ISLR in dB versus subinterval length for (a) Forward-Design method and (b)
In-Between-Design method
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Jp=Jy+J,. (10)

Minimization of the above cost function is per-
formed by means of numerical solutions such as Gra-
dient Descent (GD) algorithm. To fulfill this purpose
partial derivatives should be taken with respect to un-
known variables, 8, (N <k <2N).

0 (00) =3 O 3 D0 4

p=k-N+1 P

2N —k=1 n(0)* JjOksp
+Zp:1 DP €

an

k-N * N i
&0, )= Zp:l Cx(Jl) s szl Cg)ejew +
2N (1)* /0
+Zp:2N—kDP e’
oJ 1
LA |

E_N m{(éo (05 )+ &1 (6 ))e_jek} (13)

To evaluate the ability of the Forward-Design
and In-Between-Design methods to generate a ran-
dom subsequence with a lower ISLR, a lot of different
simulations have been done and the achieved results
prove the ability of the method to decrease the aver-
age power of sidelobes. For some different values of
N (16, 32, 64, 128, 256, 512, 1024, 2048, 3000, 4096,
8192 and 10000), improvement of ISLR expectation
value of the proposed waveform is compared with that
of pure noise waveform (AZSLR(N) ). For each value
of N , more than 100000 Monte Carlo replications,
including 100 different waveforms with the length of
1000 subintervals, have been performed. Improvement
of ISLR expectation value of the proposed waveforms
generated by utilizing Forward-Design method and
In-Between-Design one are shown in Fig. 1(a) and
(b), respectively. As this figure shows, we achieved
about 8dB and 6dB improvement in decreasing ISLR
for Forward-Design and In-Between-Design meth-
ods respectively. Although the improvement achieved
by In-Between-Design is less than Forward-Design
method, this method can be applied to develop the
random waveform generating based on the graph.

4. GRAPH GENERATION AND EXPANSION

Accordingto previoussection, one of the methods
of offline generation of a waveform is using strongly
connected graph (SCG). In this part, we introduce a
way of producing a primitive SCG and expanding it.
The method commences with a primitive SCG that
could be a simple cycle graph [17] with L nodes. It is
obvious that L must be at least 3.

Generating the cycle graph starts from choos-
ing an arbitrary N-point subsequence which corre-
sponds to the first node of the graph. Employing the
Forward-Design method a directed path graph of
length L-1 can be formed. Eventually, to obtain a

cycle graph, 1" node is inserted between the last and
the first nodes of the directed path graph. For expan-
sion of the existing graph we need a tool which keeps
the graph strongly connected. The procedure that can
fulfill this requirement is In-Between-Design meth-
od. To insert a new node to the existing graph, two

(12)

Applied Radio Electronics, 2013, Vol. 12, No. 1

nodes are selected as initial and terminal nodes, re-
spectively. Utilizing the In-Between-Design method,
a new node will be added between the initial node and
the terminal one. It is obvious that two edges, one
from the initial node to the new one and another from
the new node to the terminal one, are added to the
graph. Q times repeating of the expansion procedure,
agraphwith V' = L+Q nodesand F = L +20Q edgesis
obtained. In Fig. 2 arandom SCG is drawn. It can be
easily proved that the achieved random graph shown
by RSCG(L,Q) remains strongly connected.

Fig. 2. A random strongly connected graph

Since we want to form a sequence by a random
walk on the graph which meets each node with the
same possibility (uniform stationary distribution);
the regularity of the generated graph is preferable.
To make the above graph regular there are two ways.
Firstly, initial and terminal nodes in each expansion
stage can be selected in a way that keeps the nodes
degree the same as much as possible. Secondly, a suit-
able weight set of edges can be determined to make
stationary distribution more uniform.

In g™ stage of expansion procedure (1<g<Q),
the existing directed graph contains L+¢g—1 nodes
and L+2g-2 edges. In this stage, the initial and ter-
minal nodes are chosen from existing nodes accord-
ing to the following probabilities:

L = i=1,23,...,.L+qg-1

bi=T—"" "4
Li—l(DlJ
ia \ Dy
where parameter o is a non-negative number, i is
node index and D, denotes the outdegree and the in-

degree of i” node for choosing initial node and termi-
nal one, respectively. The number of incoming edges
to a node and outgoing edges from a node are called
indegree and outdegree, respectively. Using large val-
ue for o increases the possibility of being selected for
low degree nodes.

Evaluation of the graph regularity is performed
by measuring the standard deviation of node degrees
(o,). The expectation value of 6, versus a is depict-
ed in Fig. 3 for four different size of graphs. For each
size of graph, 1000 simulations have been performed.
We can see that this method results in a non-zero
standard deviation of node degrees, because nodes

(14)
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selected early in the process will get more neighbors
than nodes selected later on. As this figure shows, the
generated graph becomes asymptotically regular for
sufficiently large o and small ratio of L to Q. Onthe
other hand, small value of o offers more choices to
the expansion algorithm for selecting the initial and
terminal nodes, and consequently increases the graph
randomness. By making a trade-off between the regu-
larity and randomness, a suitable value for o could be
something like 5.

Standard deviation of node degrees
1.5

CG(300,3000), L/Q=0.1

RSCG(3 300) L/Q=0.01

© (303000)[JQ~001
(3 3000) L/Q=0.001 |

mean square deviation (NRMSD) of x; from the ide-
al value of 1/V" .

NRMSD =

S wt)
I -1
Vv Vv
o V-1 (18)

%

where notation |II| denotes the norm of vector II.

Table 1
Expectation value of NRMSD, in three conditions
Graph size Expectation value of NRMSD
EW,a=0 | EW,00=5| OW,a =5

RSCG(10,100) 1.08 0.46 0.23
RSCG(3,100) 1.14 0.51 0.2
RSCG(10,500) 1.14 0.51 0.22
RSCG(3,300) 1.17 0.52 0.21
RSCG(3,3000) 1.2 0.49 0.21

0 i : ; .
0 20 40 60 80
Parameter o

100

Fig. 3. Expectation value of the standard deviation
of node degree versus parameter o, for four different
graph sizes

However increasing the parameter oo may make
the stationary distribution closer to uniform distribu-
tion; it can limit the variety of the generated graphs.
An alternative solution to make stationary distribu-
tion more uniform is determining a suitable weight set
of edges. To optimize the uniformity of the stationary
distribution of graph G(V, F) , the following 5-step it-
erative algorithm is suggested.

(1) Set the weight of all the edges equal to 1.

1 g E
W, = if uv e- (15)
0  otherwise
(2) Calculate the transition probability matrix
P=[P,] asfollows:
WMV
b, =",

Zwui
i=1

(3) Calculate the stationary distribution (row)
vectorII=[r; |: TIxP =11 .
(4) Update the weight of all the edges:

1
1- —_
( é)wuv’ Ty >V

1<u,v<V

I<uyv<V

(16)

W, =W,

uy uv> Ty, =

1
vy
1
1 L
(1+&)w,,, nv<V

a7)

(5) Goto?2

The optimization procedure is terminated when
no noticeable change in the stationary distribution
is observed. The uniformity degree of the stationary
distribution is measured by means of normalized root
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In Table 1, the expectation values of NRMSD
in three conditions: equal weights (EW) with a=0,
equal weights with oo =5 and optimized weights (OW)
with ao=35 are tabulated. For each size of graph, 1000
simulations have been performed. By comparing the
results, the effect of the parameter o and the ability
of the described algorithm in making the stationary
distribution more uniform are evident.

5. GENERATING RANDOM WAVEFORMS BY
THE USE OF RANDOM WALK

Given a graph G and a starting node, we select a
neighbor of it at random according to the transition
matrix P, and move to this neighbor; then we select
a neighbor of the new node at random, move to it and
so on and so forth. The (random) sequence of nodes
selected in this way is a random walk on the graph. A
random walk is a memoryless Markov chain on graph
G. Markov property implies that knowledge of previ-
ous states is irrelevant in predicting the probability of
subsequent states. Therefore, the next state depends
entirely on the current state.

Since each node corresponds to an N-point sig-
nal, attaching these signals according to the random
walk can generate a random waveform. Although
designing the finite random graph and the random
subsequences of its nodes is done offline, the random
walk is performed online with infinite (or arbitrary)
length.

As the number of nodes of the generated graph
is limited, same subsequences are possible to be re-
peated in the generated waveform which can be a po-
tential threat to the LPI property. An effective solu-
tion is to vary the subsequence of each node during
the random walk progression. It is desired that each
time this procedure happens, the resultant node sub-
sequence becomes more uncorrelated to the previous
subsequence of that specific node and also we face
minimum degradation in ISLR improvement, albeit
as far as possible. In [18], we have developed a mod-
ulation-based method to update the subsequences on
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each random walk state. Our suggested method makes
a random linear change in phase and frequency of the
subsequences in each step of the random walk. This
method is equivalent to modulating the output se-
quence of random walk procedure with a random step
frequency modulation (RSFM). By making change in
phase and frequency of signal x, signal z is defined

as follows:
'2H£Fm+¢m
e j, m{k}
N

(19)

where ¢,, and F,, are phase shift and frequency shift

of m™subsequence, respectively. These parameters
are selected according to a recursive equation

F,=F, +A,
(I)m = q)m—l _2nAm

We suppose that in each step of the random walk,
the frequency step (4, ) is selected randomly ac-

cording to a normal distribution such as N (6, §/\3 ) ,
where § is the distribution parameter.

A, ~N(8,6/\/§). Q1)

Appling RSFM with relatively small & may lead
to a few degradation in ISLR improvement of In-Be-
tween-Design method. where ¢,, and F,, are phase

shift and frequency shift of m™ subsequence respec-
tively. Although using larger value for § in RSFM
results in further degradation in ISLR, it can increase
the randomness of the output sequence. By making a
trade-off between the performance and randomness,
an appropriate value for § should be selected.

5. RANDOMNESS

The quality of randomness can be measured in
a variety of ways. To ensure that using the proposed
waveforms retains the LPI characteristic, a well-
known measure of randomness called spectrum flat-
ness measure (SFM) are considered in this article.
This criterion measures whiteness of the frequency
spectrum of the test sequence. It is defined as the ratio
of the geometric mean to the arithmetic mean of the
power spectrum [19]. SFM is usually used for evaluat-
ing the amount of randomness that exists in a signal. A
high SFM corresponds to a random signal in the sense
that no significant information can be obtained by
looking at longer blocks of signal samples [20]. Since
the above measure is not zero mean in the case of ran-
dom signals [21], a test of whiteness, which is a modi-
fied version of SFM, is used. This test is developed by
Drouiche [22] and is implemented as follows:

1 ¢n
W= ln(%'f_JX(m)F dcoj

Ty =X

(20)

| (22)
T 2

_2_njin1n(|X(w)| )dco—y

where y represents Euler-Mascheroni constant and

|X ()| is the spectrum of a given sequence S with

the length of L. It can be shown that W ~0 for a
white noise and W — o« if the sequence is maximally
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correlated. In practice, it will be assessed as the white-
ness hypothesis if W <n [23].

n= /i—:erf‘l(l—2a) ,

where n is a threshold obtained for a test size o,

v=n’/6-1,and erf ' (x) is the inverse of the stand-
ard error function.

2 (x _p
erf(x)zﬁjoe dr.

In this paper, we set a.=10" which results in

n:2.48/ \/TS . In addition, calculation of the fre-
quency spectrum in (22) is accompanied by Gaus-
sian window. The SFM criterion for the proposed
PM waveforms (with RSFM) with different lengths
of sequence ( Lg) and subinterval ( N ) is simulated
and its average is tabulated in Table 2 in the case of
graph size RSCG(10,300). For each value of N
and Ly, 1000 different waveforms are considered.
As the table illustrates, SFM values are very close to
zero, which confirms the randomness characteristics
of the proposed waveforms. Furthermore, the prob-
ability of accepting whiteness hypothesis, listed in
Table 3, demonstrates that the proposed waveforms
are more likely to be random rather than periodic or
predictable. To clarify this statement, the Average
SFM of the proposed PM waveforms with the length
of N =64 is plotted as a function of the sequence
length in Fig. 4 and is compared with purely ran-
dom waveforms and periodic ones with the period of
N =64 . To apply RSFM on the random walk proc-
ess, value of § in all simulations is assumed to be 0.1.
Comparing Average SFM Criterion

(23)

(24)

15

=10} i
e 10
9]
Periodic wav eform, N=64
0
5e-3
=
(200 i | bl i
o |
z
Pure random wav eform
-5e-3
5e-3
= (i ‘ ‘ “
[TH I | (i H‘ |
% o flll i i
o) I
z
Propoesd wav ef orm with RSFM, N=64
-5e-3

2000 3000 4000 5000

Sequence Length (Ls)

1000 6000

Fig. 4. The Average SFM versus the sequence length (Ls)

The obtained results reveal that the SFM values of
the proposed waveforms and random ones are very
close together and as the sequence length approaches
higher values, the SFM values of the proposed wave-
forms tend to zero, similar to random sequences. Op-
posite to the SFM values of the proposed waveforms
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and random waveforms, the SFM values of periodic
waveforms are extremely large and increase with the
length of sequence.
Table 2
The average SFM versus N and LS for graph size
RSCG(10,300) with =5 and optimized weights and
RSFM with =0.1

Ls N=64 N=512 N=2048
10N -1.08E-3 431E-4 1.26E-4
100N 2.92E-4 4.39E-4 1.13E-4
300N 7.74E-5 1.61E-4 8.56E-5
500N 5.35E-5 9.8E-5 6.34E-5

1000N 3.25E-6 5.44E-5 7.55E-6

3000N 3.21E-6 6.33E-6 8.08E-7

5000N 3.14E-6 1.15E-6 6.91E-7
Table 3

The probability of whiteness hypothesis versus N and Ls
for graph size RSCG(10,300) with =5 and optimized
weights and RSFM with §=0.1

Ls N=64 N=512 N=2048
10N -1.08E-3 4.31E-4 1.26E-4
100N 2.92E-4 4.39E-4 1.13E-4
300N 7.74E-5 1.61E-4 8.56E-5
500N 5.35E-5 9.8E-5 6.34E-5
1000N 3.25E-6 5.44E-5 7.55E-6
3000N 3.21E-6 6.33E-6 8.08E-7
5000N 3.14E-6 1.15E-6 6.91E-7
6. CONCLUSION

We proposed a new method for designing wave-
forms in noise radars based on the graph theory in
order to generate waveform with a lower correlation
sidelobe online. According to the developed algo-
rithm, a strongly connected graph with a finite (but
arbitrary) number of nodes can be produced by mini-
mizing the cost function oversubsequences of adjacent
nodes. In this method, output waveform is produced
by applying a random walk process on the designed
graph. Although designing the random graph and the
random subsequences of its nodes is done offline, the
random walk on the graph is executed online with in-
finite length which leads to arbitrary length of random
waveform. This method has much less online compu-
tational complexity in comparison with Forward De-
sign method.
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Mertoa yMeHbIIEHHS] 00KOBBIX JIEMECTKOB, 0CHOBAHHBI
Ha rpacdax / A. XarweHac, M. Haitebu // [puxnannas pa-
NMMO3JIEKTPOHUKA: Hay4.-TeXH. XypHas. —2013. — Tom 12. —
Ne 1. — C.25-31.

M3BecTHO, YTO KpOCC-KOppesius MeXIy NepeaaH-
HBIM Y OIMOPHBIM CUTHAJIAMM SIBJIIETCS OOLIETIPUHSIITHIM
CImoco6oM 06pabOTKM CUTHAJIOB B IITYMOBBIX pagapax. On-
HaKo Takasi 00paboTKa MpUBOAUT K MOSIBIECHUIO OOJIBIIIOTO
YUCITa HeXXeJaTeIbHBIX OOKOBBIX JIETIECTKOB, KOTOPBIE MO-
I'YT MacKMPOBaTh cJa0ble OTKIUKH OT yIaJeHHBIX IICTICH.
Pa3zpaboTaHo MHOTO ajaropuTMOB IpHUeMa JIJIsi yMEHbIIe-
Hus 3¢ dekra MackupoBaHus. B maHHoil pabote mpen-
CTaBJICH aJITOPUTM T€HepaIy CUTHaJla, OCHOBaHHBIN Ha
Teopuu rpadoB 1 paboTaloLIMii Ha CTOPOHE MepenaTunKa.
Ha nepBoii ctanuu aToro Merona cocrassiercst rpad, co-
CTOSIIIINI M3 TOYEK, COOTBETCTBYIOIINX CAYYaifHBIM CyO-
TTOCJIeTOBaTeIbHOCTSIM. Ha BTOpOIf cTamuu reHepupyeTcst
BBIXOIHAS TIOCIIEIOBATEILHOCTD ITyTEM TIepeXoa OT OJTHOM
TOYKM K JPYTOM COIJIaCHO BEPOSITHOCTH KaXIoil Trpa-
Hu. [lepBas cTagus BBIMOJTHSIETCS Ha 3Tare MOATOTOBKH,
BTOpPAs OCYILIECTBIISIETCSI B PEXUME PeabHOTO BPEMEHHU.
Cy6rocie1oBaTeJIbHOCTA COCTABJICHBI B TAKOM BUJE, UTO
OGOKOBBIE JICTIECTKA KOPPEISIIMOHHON (DYHKLIVH, TTPOU3-
BOAMMBIE COCEIHUMU CYOIOCIeI0BaTeIbHOCTMU, KOM-
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MeHCUupyoT apyr apyra. CTeneHb Cay4yailHOCTU CUTHaJla
M3MEepeHa ¥ CpaBHEHA C YUCTO CIyYalHBIM CUTHAJIOM.
Katouegvle cnroea: reHepaTop CAyvyailHbIX CUTHAJIOB,
Teopus rpacoB, CyYaliHbIM Mepexo.
Tab6u. 2. Un. 4. bubauorp.: 23 Ha3B.

VIK 621.37

Mertoa 3MeHIIeHHsd OiYHMX MeTI0CTOK, 3aCHOBAHMIA HA
rpadax / A. Xarmenac, M. Haiie6i // [1puknanHa pamio-
eJICKTPOHiKa: HayK.-TexH. XypHal. — 2013. — Tom 12. —
Ne I.—C.25-31.

BinoMo, 110 Kpoc-Kopesslis MiX TIeperaHuM i
OMOPHUM CHUTHaJlaMU € 3arajJbHOMPUMHATUM CITOCO-
O0M 00pOOKM CUTHAIIB y IIyMOBMX paaapax. OmHak Taka
00poOKa MPU3BOAUTH 10 MOSIBU BEJIMKOro 4ucia Heba-
XKaHUX OIYHMX TEJIOCTOK, SIKi MOXYTb MacKyBaTH CJIaOKi
BiArykKM Bin BimpmajneHux uijgeil. Po3pobieHo Garato ai-
TOPUTMIB MPUIOMY CHUTHaIiB, MOKJIMKAHUX 3MEHIIUTH
edeKT MacKyBaHHS. Y JaHiil poOOTi MpeacTaBlIeHUit ali-
TOpPUTM TeHepallil cUTrHajy, 3aCHOBaHMI Ha Teopii Irpa-
¢iB, 110 Tpallloe Ha CTOpPOHi mepeaaBadya. Ha meprmiit
cTajlii poOOTH LILOTO METOMY CKJIANAEThCS Ipad 3 TOUOK,
sIKi BiMOBiZalOTh BUIIAAKOBUM CYOIIOC/IiTOBHOCTSIM.
Ha npyriii crtagii reHepyeTbCs BUXiAHA IOCIiIOBHICTh
LIJISIXOM TIepeXoly Bill OJHi€i TOYKM A0 IHIIOI 3riTHO
3 IMOBIpHOCTIO KOXHOI IpaHi. [lepiia craais BAKOHYETh-
Csl Ha eTalli MiArOTOBKM, Jpyra 3AilCHIOEThCSI B PEXUMI
peanbHoro uacy. CyOmnociZoBHOCTI CKJIalieHi B TaKOMY
BUIJISIAL, 1110 OiYHI MEeTIOCTKM KOPELiliHOI (byHKILi1, BU-
poOJIeHi cyCimHiMU CYOITOCTiMOBHOCTIMU, KOMIIEHCYIOTh
onuHa oaHy. CTyIiHb BUMAAKOBOCTI CUTHAJy BUMIipsiHA
i MOPiBHSIHA 3 YMCTO BUMAJAKOBUM CUTHAJIOM.

Katouogi crosa: reHepaTop BUMAIKOBUX CUTHAJIIB, Te-
opis rpadiB, BUIMaAKOBUX ITEPEXOI.

Tab6a. 2. 1. 4. Bibniorp.: 23 Haiim.
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FPGA BASED DESIGN OF RANDOM WAVEFORM GENERATORS

FOR NOISE RADARS

O.V. ZEMLYANIY, AND S.K. LUKIN

The results on the use of arbitrary waveform generators that are based on FPGA technology for generation of
complex signals in modern noise radars are presented. On the basis of these devices we propose a radar scheme
with digital generation of noise waveforms for both sounding signal and reference and analog processing
(stepped-delay method for noise radar). Experimental testing shows efficiency of FPGA-based application

in radar with variety of sounding waveforms.

Keywords: noise radar, Field-Programmable Gate Array (FPGA), Arbitrary Waveform Generator (AWG),
stepped-delay radar, cross-correlation function, noise/random/chaotic waveform.

1. INTRODUCTION

Nowadays, the development of digital methods
of signal generation and processing gives the possi-
bility of creation a pseudo-random/noise-like signal
sources based on commercially available digital de-
vices of different scale of integration. In this paper we
present the results on the use of FPGA-based devices
for generation of complex signals used in noise radars
[1]. Two different methods for signal generation are
applied. The first one is that the waveform samples
with the given parameters, generated from the previ-
ously developed algorithm, are recorded in a binary
file, which is then loaded into the memory of a digital
device. Further these samples retrieved from memory
with a clock frequency and are fed the input of the
DAC, on output of which the analog signal with the
desired properties is obtained. The second method
uses a possibility having a programmable algorithm
for obtaining the waveform samples directly in the
FPGA and involves the calculation of each sample in
real time. This method is more flexible, because al-
lows storaging code for different algorithms in a pro-
gram part of the FPGA and quickly switch between
them without the need to reprogram the entire device
for the desired type of signal.

2. PSEUDO-NOISE (PN) SEQUENCIES
BASICS

Pseudo-random sequences is not truly random
(deterministic) but they look randomly for the user
who doesn’t know the code. The larger the period of
the PN spreading code, the binary sequence is more
complicated and it is harder to detect it. A PN se-
quence is generated by a feedback shift register made
up of flip-flops and a logic circuit [2]. The flip-flops
in the shift register are clocked by a single timing gen-
erator. Binary sequences are shifted through the shift
registers and the outputs of the various stages are logi-
cally combined and feed the input to the first stage
(feedback loop). The initial states of the flip-flops
are determined by the contents of the memory. The
properties of generated PN sequence are defined by
three factors that are the length m of the shift register,
flip-flop’s initial states and the feedback logic (taps
numbering). The number of possible states of the shift

32

register is 2" for m flip-flops. So the generated PN

sequence becomes periodic with a period of 2" .

When the feedback logic consists of exclusive-
OR gates, the shift register is called a linear and in
such a case, the zero state is not permitted. Therefore
the period of a PN sequence produced by a linear
m - stage shift register can not exceed 2" —1. When
a sequence of period 2" —1 generated, it is called a
maximal-length sequence (Fig. 1, 2). Typical power
spectrum density of m-sequences with chip duration
T, is depicted in Fig. 3.
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Fig. 2. Autocorrelation function of m-sequence
of length 128
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Fig. 3. Typical power spectrum density
of m-sequences with chip duration 7,

3. LINEAR CONGRUENTIAL GENERATOR
(LCG) AND ITS IMPLEMENTATION

We used the program generator, which is based
on the realization of a linear congruential algorithm
for obtaining pseudorandom sequence samples in real
time [3].

The linear multiplicative or congruential algo-
rithm generates a sequence of pseudo-random inte-
gers X; €[0,m) based on the expression

X, =(aX;+c)modm,

1

(M

where a>0, c>0, m>0 are some integer constants.
Properties of generated sequence are determined by
the values a, ¢ and m , but its particular type is given
by starting value X, .

The sequence of numbers generated by this algo-
rithm is periodic with a period of not more than m . The
length of the period is equal to m if and only if the fol-
lowing conditions are satisfied: ¢ and m are coprime;
a—1 is multiple of p forall primes p that are dividers
of m; a-1 is multiple of 4, if m multiple of 4.

For 8-bit device the value of m can not exceed

28 =256, therefore the maximum length of the se-
quence is equal to 256. When choosing constant
values according to the above conditions a=173,
c=163, m=256, X, =23 we obtain the pseudoran-
dom sequence shown in Fig. 4.

For justification of feasibility of LCG we used
evaluation board which is built around a medium to
large capacity FPGA device [4]. It hostsa ProASIC 3E
FPGA chip (A3PE1500, FGG484), several peripher-
al interface controllers (LPT, RS-232, USB, Ether-
net), an SDRAM Memory interface (256/512 MB),
a JTAG interface for in-system programming and two
expansion slots for daughter boards with ADC and
DAC modules (Fig. 5). The frequency of on-board
clock generator is 25 MHz. There are two types of
daugherboards available: High Performance (14-bits
125 MSPS ADC + 16-bit 50 MSPS DAC) and Low
Performance (Dual channel 10-bits 20 MSPS ADC,
Dual channel 14-bit 1 MSPS DAC). There are also
4 pushbuttons, 4 LEDs for display/debug and a 4x7
Segment LED display.
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Fig. 4. Time series (a) and autocorrelation function (b)

of pseudorandom sequence, generated using LCG
with parameters a=173, ¢=163, m=256, X, =23

Fig. 5. Actel RVI FPGA development board

Using LCG we were able perform on-board gen-
erating of chaotic and pseudorandom sequences of
different types. Fig. 6 shows output of FPGA-based
generator producing pulsed waveform with pseudor-
andom filling, obtained via implementation of LCG
algorithm (1) with parameters mentioned above.

100090900 ps 200000000 ps 300000090 ps 400009000 ps

Fig. 6. Pulsed waveform with pseudorandom filling
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It should be noted, that several simple techniques
can be employed to improve this LCG in the future,
for instance, increasing the m value up to 2*2 and be-
yond, then use N most significant bits of the result
as generator output, where N is the required result
width in bits (this parameter is usually constrained by
the DAC’s resolution).

Generator developed utilizes the aforemen-
tioned LCG algorithm not only for generating pseu-
dorandom filling for the pulses, but also for achieving
random pulse repetition frequency (PRF) capability.
The two LCG generators work independently in this
case. Typical view of generated waveform of this type
is shown in Fig. 7. The waveform were obtained using
VHDL code simulation in ModelSim environment.

o 4000000000 ps

Fig. 7. Random PRF LCG-filled pulse generator output

The results presented here allow us making con-
clusion about versatility of the method, as it allows
creating in a program part of FPGA memory a set of
different algorithms and quickly switch between them
without the need to reprogram the entire device for
the desired type of signal.

4. AWG472 BOARD AND ITS KEY FEATURES

In our research we use 12-bit Dual-Channel Ar-
bitrary Waveform Generator [5] for generation of dif-
ferent kinds of pre-programmed waveforms for noise
radar. The AWG472 module (Fig. 8) allows gen-
erating dual channel arbitrary CW waveforms with
sampling rates up to 4 GSPS. The on-board SRAMs
provide 4Mx12-bit data memory to each channel.

Fig. 8. General view of AWG472 board

The AWG472 is controlled by a PC via a USB inter-
face. It also can work alone with pre-stored wave-
forms. The sole RF input is a single-ended clock
source CKIP, which can be operated up to 4 GHz
with minimum power of 12 dBm. The RF outputs of
the module are comprised of two pairs of differential
analog outputs, with 50-Q back termination. The
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AWG472 consists of a high-speed MUXDAC, three
QDR SRAMs, an ASIC memory controller, and an
enhanced 8051 microcontroller with external RAM
and EEPROM (Fig. 9). The key front-end compo-
nent features up to 4GHz clock rate, 12-bit amplitude
and 13-bit phase resolution. The differential analog
outputs are 50-Q terminated. The waveform data are
stored in the QDR SRAMs, which provide 4Mx12-bit
memory depth.

Users AWG
PC/Embedded System Arbitrary Waveform Generator
x|l cur || Bosowe [ MUXDAC |
| APl --t{-+ QDRsRAMs |
‘ Waveform/Hardware Control | Memory Controller/ASIC ’
\ Drivers I 8051-based Microprocessor
{ HAL ‘ | SIE ‘ ’ SIE ‘ ’ Firmware ‘
N X

USB BUS
Fig. 9. Architecture of the AWG472

The ASIC memory controller performs reading/
writing controls and data transfers. The microcon-
troller has an integrated USB 2.0 transceiver, a series
interface engine (SIE) and an enhanced 8051 micro-
processor, which provides a user friendly interface for
the host PC or existing systems and general-purpose
controls. The module accepts a high-speed trigger sig-
nal and generates synchronization outputs and three
programmable marker signals. The module can be
operated in three waveform generation modes: free-
run/continuous mode, triggered free run mode and
triggered burst mode: in free-run mode, the module
starts waveform generation by a “Restart” command
from the GUI or API-based applications. Once the
waveform starts, the module repeats the waveform
continuously. There is no latency between two con-
secutive waveforms. The following waveform starts
right after the end of the preceding waveform. The
waveform generation can be aborted by an “Abort”
command from the GUI or API-based applications;
in triggered free-run mode, the operation manner is
similar to that in free-run mode except for the start of
waveform. The waveform generation is initiated by a
trigger signal. In order to accept the upcoming trigger
signals, the module has to be armed prior the instance
of the trigger signals. Trigger signals happening before
the module is armed will be ignored. An “Arm” com-
mand from the GUI or API-based applications can be
used to arm the module. Once the module is armed, it
waits for the trigger signal. The waveform generation
starts after the falling edge of the trigger signal. The
trigger signal can be mainly applied via the TRIGGER
SMA connector or provided by a command “Trigger”
via the GUI or API-based applications; in triggered
burst mode, the module starts waveform generation
when it is armed and receives the trigger signal as in
the triggered free-run mode. Instead of repeating con-
tinuously, the waveform starts, repeats, and stops after
finite repetitions. The number of the repetitions can be
specified by a property “Loop Count” via the GUI or
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the API-based applications. The “Loop Count” can
be set from 1 to 255. Similarly, trigger signals happen-
ing before the waveform stops will be ignored. Once
the waveform stops, the module will arm itself auto-
matically and wait for the next trigger signal.

The key features of the AWG472 module are as
follows:

* two 12-bit DACs with 10-bit linearity;

» multiple waveform generation modes includ-
ing Free Run, Triggered Free Run and Triggered
Burst modes;

* in-phase or quadrature phase synchronization
of outputs, which can be independently set;

* clock rate up to 4 GHz;

* 2x4M x 12-bit memory depth with multi-page
configuration;

» up to I ms waveform at 4 GSPS output sample
rate;

* Dynamic Paging — seamless waveform swap-
ping;

* hi-speed hardware trigger and API software
trigger;

» programmable cyclic waveform repetition;

* three marker signals;

* optional multi-module operations;

» USB 2.0 compliant interface (other interfaces
available upon request);

* 25W power consumption using on-board
power modules with a 12 V power supply;

* various built-in waveforms, including pulse,
multi-tone and FMCW linear chirping;

» companion API and software drivers for easy
system development.

5. STEPPED-DELAY METHOD
FOR NOISE RADAR

We present an approach to estimation in the radar
the cross-correlation function between radiated signal
and radar return, which uses combination of digital
generation using AWG and analog processing of wide-
band noise signals. This procedure includes delaying of
the transmitted signals with respect to the sampled ref-
erence with the help of digital signal generator, analog
multiplication and integration. The design of such ra-
daris based upon analog processing of wideband signals
and digitizing of the results at relatively low frequency.

We have carried out experimental testing of the
stepped-delay method (suggested by K.Lukin and pre-
sented in [6]) using propagation of noise sounding sig-
nal through a cable rather than its propagation in the
open space. The data have been generated in a PC for
both sounding and reference signal which have been up-
loaded into the corresponding channels of the arbitrary
waveform generator AWG472. In this way, AWG472
continuously generates both sounding noise signal and
its delayed copies. The reference signal was composed
as a series of transmitted signal copies with the required
delays and numbers of range bins. The signals have not
been up converted since AWG472 clock frequency en-
abled direct generation of such signals (Fig. 10). Both
signals have the maximal duration of 2 ms which is a
limit for the AWG472 at the 2GHz clock frequency.
In the experiment, the reference signal contained 20
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copies of the transmitted signals with the delays which
formed 20 range bins having 4 ns gaps between each of
them. The 4 ns delay corresponds to ~80 cm length in
the cable versus 120 cm length in air, since the dielec-
tric constant of the cable material equals ~2.2. Dura-
tion of the signal for the each delay was 0.1 ms, which
defined the value of integration time at each range bin.
Overall duration of the measurement cycle was 2 ms.
Spectrum bandwidth in this experiment was limited
not by AWG472 device, but by the available mixer hav-
ing bandwidth of ~190 MHz.

- \ Tx antenna
signal up

]
I
! !
: generator ' converter Vs o
| ] 1 signal

I

|

I

I

i 1 ul
“» deayline convz fsr 1
e ]

Digital

Low frequency, h

high dynamic range 4| Lovglgarss “ mixer 4 oo o
ADC

~ Rxantenna

Fig. 10. Diagram of noise radar with digital generation
and analog processing of signals, and slow ADC sampling
of cross-correlation giving range profile

Fig. 11 shows results of the two target simulation
experiment. Two targets at different ranges were mod-
eled by two cables with different lengths connected
in parallel. Difference in lengths of cables was 6 m.

k—repetition period 2 ms—>

delay,ns 40 80fo 40 800
rangein .. g 16f0 8 160
cable, m

Fig. 11. Cross-correlation between transmitted signal
and the reference, which gives the range profile, obtained
with the help of stepped-delay method and AWG472:
two targets case

In figure 10 the range profile obtained with the help
of stepped-delay mode is presented. AWG472 signals
and, consequently, range profiles are repeated with
2 ms period. The 4 ns delays in the signal enabled real-
time integration in the mixer +amplifier + LPF, while
further sampling with a slow ADC enabled range scan
within 0...16 m (in cable). It is seen from the range
profile obtained a good agreement between real and
measured range differences of ~6 m.

6. CONCLUSIONS

The results on the use of FPGA-based devices
for the generation of pseudo-random signals for noise
radars are presented. Exploiting of m-sequencies and
linear congruential algorithm for time series gener-
ating in real time using a FPGA evaluation board is
demonstrated.
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We present an approach for estimation of the ra-
dar cross-correlation which uses combination of dig-
ital generation using two-channel AWG and analog
processing of wideband noise signals. This procedure
includes delaying of the transmitted signals with respect
to the sampled reference with the help of digital signal
generator, analog multiplication and integration. We
reported the parameters of available arbitrary waveform
generators and described an approach enabling to form
high resolution range profiles with arbitrary waveform
generation and without need in having high sampling
frequency of the ADC. Experimental validation has
shown that the approach enables to generate range pro-
files and to digitize them in low frequency band. We also
assured that digital scheme for noise signal generation
allows controlling spectrum shape of sounding signal
and is very attractive for use in modern noise radars.
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[IpencraBieHbl pe3yabTaThl 10 TPUMEHEHHUIO TeHepa-
TOPOB CUTHAJIOB ITPOU3BOJILHOM (hOPMBI, KOTOPbIE TOCTPO-
enbl Ha ocHoBe [TJIMC n1st reHepalm CIOKHBIX CUTHAJIOB
B IIIYMOBBIX pajiuoyiokaTopax. [t reHepalluu CUTHAJIOB,
MpeacTaBIeHHBIX B IM(POBOI (hopMe B BUIIE 3apaHee 3a-
MPOrpaMMUPOBAHHBIX MOCJIEAOBATENLHOCTEN, TIPELIO-
JKEHO MCITOJIb30BaTh TeHEPaToOp CUTHAJIOB MPOU3BOJILHOM
(hopMbl, TTO3BOJISIIONIMIA TTOJTyYaTh CUTHAJIBI JIIOOOTO TUTIA B
peaibHOM MacluTadbe BpeMeHu. Ha 6a3e aToro ycrpoiictsa
npenjaraeTcsi cxema MoCTPOeHUsT paarosokaTopa ¢ Hud-
pOBOIi TeHepalreit OMOPHOTO 1 30HIMPYIOIIETO ITYMOBBIX
CUTHAJIOB (METOJI CKaUKOOOPa3HOTO U3MEHEHUS 3a/1ePKKU
B IIIYMOBOM paauojokaTope). [1pennoxeHHbI TOAX0I 10-
3BOJISIET MOJTyYaTh KPOCC-KOPPETSLMOHHYI0 (DYHKIIUIO 6e3
ucnoJib3oBaHus ObicTpoaeiicTByommx AL u nepexito-
YaeMOW JIMHUM 3a[IePKKUA. DKCTIEPUMEHTATLHO Ha TIPUMe-
pe pa3IMYHbIX TUIIOB CUTHAJIOB MoKa3aHa 3(p(peKTUBHOCTh
UCTOJIb30BAHUSI TE€HEPATOPOB CUTHAJIOB IPOU3BOJIbHOMN
(opMbI B pagmrosokaTopax. B pabote Takxke UCIOIb30Ba-
cst MeToJ1 (hOPMUPOBAHUSI CUTHAJIOB C TPUMEHEHNEM aJITO-
PUTMOB TIOJTy4eHMsI BBIOOPOK HerocpenactseHHO B [TJIMC,
YTO MOJPA3yMeBaeT BbIUUCIEHUE U Bblauyy OTCYETOB CUT-
HaJjia B peayIbHOM MaciliTabe BpeEMEHU.

Karoueguie crosa: lyMOBOY paiionoKaTop, Mporpam-
Mupyemas Jorndeckas uarerpaibHasa cxema (IIJIMC), re-
HepaTop CUTHAJIOB MPOU3BOJbHOU (DOPMBI, PATIUOIOKATOD
CO CKauKOOOpa3HbIM M3MEHEHUEM 3alep>KKu, (QYHKIIMS
B3aMMHOM KOPPEJISILUU, IIYMOBO# / C/Ty4aliHbIi / XaoTH-
YECKUI CUTHAIL.
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[MpencrapneHi pe3yibTaTu MO 3aCTOCYBAHHIO TEHE-
paTopiB CUTHAJIIB OOBUIbHOI (hOpMU, sIKi IOOYHOBaHI Ha
ocHoBi IIJIIC nmas reHepallii CKJIagHUX CUTHAJIB B IIy-
MOBHUX paniojiokatopax. s reHepaliii CUrHaIiB, Mpea-
craBjieHUX y UMbpoBiii ¢dopMi y BUIISAI 3a3majeriab
3aIporpaMOBaHMX IMOCTiTOBHOCTEM, 3aITPOIIOHOBAHO BU-
KOPUCTOBYBaTH TIeHEepaTOp CUTHAJIiB JOBUIbHOI (popMH,
110 JTO3BOJISIE OTPUMYBATHU CUTHAIM OYIb-SKOrO TUIY B
peanbHOMY MaciTabi yacy. Ha 6a3i 1iboro npucTpoto mpo-
MTOHYETHCS cXeMa MOOYIOBU pamiojoKaTopa 3 IUMpPoBOIO
reHepalic€lo OIMOPHOIo i 30HAYIOUOro IITYMOBUX CUTHAJIIB
(MeToa CTPUOKOIIOAIOHOI 3MiHU 3aTPUMKU B IITYMOBOMY
pamiosiokaTopi). 3arpONOHOBAHUIA MiIXid JO3BOJISIE OTPU-
MyBaTH KpOC-KOpeJsiiiiiHy (GhyHKIi0 63 BUKOPUCTaHHS
mBuakomirounx AL i miHii 3aTpMKH, 1110 TIEPEMUKAETh-
cs. ExcriepuMeHTaIbHO Ha TIPUKIIaAi pi3HUX TUITiB CUTHA-
JIiB TIOKa3aHa e(eKTUBHICTb BUKOPUCTAHHSI TeHEpaTopiB
CUTHAJIIB TOBUJIbHOI (hopMM B pajiojiokaTopax. ¥ poOoTi
TaKO0XX BUKOPHMCTOBYBABCS MeTOA (pOpMyBaHHS CUTHAJIIB i3
3aCTOCYBaHHSIM aJiTOPUTMIB OTpMMaHHS BUOIpOK Oe3I1o-
cepentbo B [TJIIC, 1o Mae Ha yBa3i 00UMCIeHHS i BUAauy
BiJUTIKiB CUTHaJIy B peaJIbHOMY MacIITabi yacy.

Kniouwogi crosa: MiymoBUI pamiosioKaTop, Tporpa-
MoBaHa JioriyHa iHterpaibHa cxema (ITJIIC), reneparop
CUTHAJIiB IOBiIbHOI (hOpMU, palioIOKATOp i3 CTPUOKOITO-
NiOHOI0 3MiHOIO 3aTPUMKHM, (DYHKIIisI B3AEMHOI KOPEJISIILii,
IIYMOBUIA / BUMTAAKOBUI / XAOTUYHUI CUTHAI.
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NONLINEAR DYNAMICS OF DELAYED FEEDBACK

MICROWAVE OSCILLATORS

N.M. RYSKIN, V.V. EMEL’YANOV, O.S. KHAVROSHIN, S.A. USACHEVA AND A.V. YAKOVLEV

An overview of research activity on nonlinear dynamics of delayed feedback microwave oscillators in Saratov
State University during the ten years passed since the first NRT Workshop is presented. The paper covers
a broad range of problems. First, general picture of nonlinear dynamics in delayed feedback oscillators is
described. Recent advance in generation of robust hyperbolic chaos in a klystron-type microwave oscillator is
discussed. The problem of controlling chaos in delayed feedback oscillators, as well as forced synchronization
of such oscillator by external harmonic driving is considered.

Keywords: Delayed feedback oscillator, microwaves, klystron, traveling wave tube, hyperbolic chaos,

controlling chaos, synchronization.

1. INTRODUCTION

Development of sources of high-power noise-
like microwave radiation with a relatively wide band
is important for noise radar technology, chaos-based
communication systems, microwave plasma heating,
and a number of other applications [1-3]. The most
common schematic of a source of chaotic microwave
radiation is a ring-loop oscillator consisting of a pow-
er amplifier which output power is partly fed to input
through an external delayed feedback transmission
line. The first chaotic generator of such kind had been
developed as far back as in 1960-ies by V.Ya. Kislov
et al. using a wide-band traveling wave tube (see e.g.
[4]). Note that delayed feedback systems are of great
importance not only in electronics but also in nonlin-
ear optics, biophysics, geophysics, etc.

In this paper, we summarize the results of re-
search on nonlinear dynamics of delayed feedback
microwave oscillators in Saratov State University
during the ten years passed since the first NRT Work-
shop. The paper is organized as follows. In Sec. 2,
general picture of nonlinear dynamics in delayed
feedback oscillators is reviewed. Sec. 3 presents a new
idea for generation of robust hyperbolic chaos in mi-
crowave band by a system of two coupled klystrons. In
Sec. 4 application of controlling chaos technique for
suppression of spurious self-modulation oscillations
using an additional feedback loop is considered. Fi-
nally, forced synchronization of a delayed-feedback
oscillator driven by an external harmonic signal is
studied in Sec. 5.

2. MODEL OF A DELAYED-FEEDBACK
OSCILLATOR

Consider a model of a ring-loop oscillator con-
sisting of a nonlinear power amplifier, a bandpass fil-
ter and a feedback leg which contains a delay line, a
variable attenuator and a phase shifter which provide
control of the amplitude and the phase of the feed-
back signal (Fig. 1).
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Since the filter is assumed to have narrow band-
width it is convenient to use the slowly varying ampli-
tude approximation. In this approximation dynamics
of the oscillator obeys the following equation [5]:

%+yA=aein(Ar). (1)

Here A is the slow complex amplitude, y is the
parameter of losses, o is the parameter of excita-
tion proportional to the gain factor of the amplifier,
F(A) is nonlinear transfer function of the amplifier,
A, = A(t-r). Henceforth the delay time is accepted
equal to unit that always can be achieved by renor-
malization of the variables.

/\ Amplifier
— >
®, O
Filter
A Delay| =
A 4
(D) 5
\_/ - | I |
Phase shifter Attenuator

Fig. 1. Scheme of the delayed feedback oscillator

Consider oscillator with cubic nonlinearity,
F(A) = 1(1 - |A|2 A . Seeking for single-frequency so-
lutions of (1), A'=A,exp(iwt), we obtain the follow-
ing equation for the eigenfrequencies:

o=-ytg(ot-y). ()

Here ® is the detuning from the central fre-
quency of the system passband ,. Eq. (2) has infi-
nite number of complex roots, i.e. the time-delayed
system with infinite-dimensional phase space has an
infinite number of eigenmodes.
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Itis convenient to solve Eq. (2) graphically. If the
roots are numbered as shown in Fig. 2a one can show
that all the solutions can be divided into two classes.
For the roots ®, with even numbers n=2k the am-
plitude of oscillations satisfies the equation

2 2
S (3)

(04
These solutions exist when the parameter o ex-

ceeds the self-excitation threshold o > o, =y + @3, .
The solutions with odd numbers n=2k +1 exist at
any values of parameters, however they are always
unstable. Nevertheless, they play an important role
because self-modulation is caused by their excitation
on the background of the fundamental mode with
high amplitude [5]. Further we refer to them as self-
modulation modes.

The self-excitation threshold is 2rn -periodic in
vy and has a form of discrete domains called “oscil-
lation zones” (Fig. 2b). In the centers of the zones, at
v =2nk , ,, =0 and threshold value of o is mini-
mal. Near the boundaries of two adjacent zones, at
v =(2k +1)r, there is a region of bistability and oscil-
lation hysteresis, where either of the two eigenmodes
can survive as a result of a mode competition process,
depending on the initial conditions. In Fig. 2b, these
domains are bounded by dashed lines.

When the parameter o increases well above
a, the single-frequency regime becomes unstable
and self-modulation arises. Lowest self-modulation
threshold o, is attained in the centre of a generation
zone [5]. Further increase of a above the self-modu-
lation threshold result in transition to chaos through a
sequence of period doubling bifurcations [5].

A

(a)

ve

-2n -7 0 T 2n U]

Fig. 2. (a) Graphical solution for eigenfrequencies. (b)
Phase diagram on y —a plane: / — single-frequency
oscillation; 2 — self-modulation; 3 — chaos
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Delayed-feedback oscillators show the great va-
riety of different chaotic regimes which are easy to
control either by feedback parameters or by an exter-
nal driving signal. Therefore, recently klystron [6] and
traveling wave tube [7] oscillators driven by external
signal have been considered as promising sources of
chaotic radiation for chaotic-based communication
systems at microwave frequencies.

3. KLYSTRON-TYPE MICROWAVE
GENERATOR OF ROBUST HYPERBOLIC
CHAOS

The hyperbolic chaos is known as the strongest
type of the chaotic behavior when the strange attrac-
tor does not contain any stable periodic orbits and
only comprises trajectories of saddle type [8]. These
attractors possess the property of structural stabil-
ity that implies insensitivity of the system dynamics
and the attractor structure to variations of parameters
and functions describing the system. Recently an ap-
proach for design of radio frequency oscillator with
hyperbolic attractor has been proposed [9]. The oper-
ation principle of such system is alternating excitation
of two coupled oscillators so that the transformation
of the signal phase is described by chaotic Bernoulli
map, which is a classical example of system with hy-
perbolic attractor [8]. Evidently, such generators are
of practical interest for communication and radar sys-
tems using chaotic signals.

In [10, 11] we extended this principle to the mi-
crowave band using two coupled klystrons. Scheme of
the oscillator is presented on Fig. 3. The input cavity
of the first klystron is tuned to the frequency of o,
while the output one is tuned to frequency of 2w .
Thus, the first klystron doubles the frequency of the
input signal. The output signal of the first klystron
is fed to the input cavity of the second klystron via a
wide-band dispersionless transmission line containing
a phase shifter and an attenuator, which allow the sig-
nal phase and amplitude to be adjusted. In the second
klystron, this signal is mixed with a reference signal,
which represents a periodic sequence of pulses with
carrier frequency of 3w . Thus, in the second klystron
there is a mixing of the signals of the second and third
harmonics. In the output cavity of the second klystron
a signal on a difference frequency of » is separated
and fed to the input cavity of the first klystron, thus
closing the feedback circuit.

The dynamics of the oscillator is described by the
following system of dimensionless delay-differential
equations (DDEs) [10, 11]

F°+ F° =p, e B N2,

)eZi((p ° —60)

®
£

b

E 4 8F = 4o, J, (2
13'22(1) +6Fv22(n _ \/Ep]eiw] EZ(»’ (4)

o0

nl0) ® —i0) -m

B+ B =206 Y iy,
m=—0

20
F; |)X
20

Dy [E e
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Here F /‘O’(t) are dimensionless slowly varying com-
plex amplitudes of the signals in corresponding cavi-
ties, ¢® = arg(Ff‘“) ,thesubscripts j =1,2 henceforth
indicate the number of klystrons, the superscripts o,
2w denote the resonance frequencies of the cavities;
t is the normalized delay parameter; 6, is the un-
perturbed electron transit angle in the drift space; pa-

rameter =20° / Q%" defines the ratio of Q-factors of
the cavities operating at frequencies o and 2o ; pa-
rameters p; and v are attenuations and phase shifts
in the coupling transmission lines, respectively; J, is
nh order Bessel function of the 1% kind. The excita-
tion parameters o ; which can be treated as the nor-
malized dc electron beam currents most significantly
influence the oscillator dynamics. The equations (4)
are derived in a similar way as for other klystron-type
delayed feedback oscillators (see e.g. [12]).

-

11 2_) :
)i -
(| i
P2 P
vV, 4
®» 3, 20
<2 1

F@

Fig. 3. Scheme of the proposed chaos generator based
on coupled drift klystrons. 7/ — electron guns,
2 — electron beams, 3 — collectors,
4 — variable attenuators, 5 — phase shifters

fso:[-
T

The reference signal at the third harmonic fre-
quency is supplied from an external driving source in
the form of a sequence of pulses with constant ampli-
tude F, and a repetition period equal to the time of
signal passage via the feedback circuit, 2t .

Assuming that the oscillation build-up in the
cavities is fast in comparison with delay time one can
neglect the derivatives in (4) and consider the varia-
bles in discrete moments of time #, =2nt . As a result,
after some mathematical transformations DDEs (4)
are reduced to the 2-D iterative map

Fy€ 1y (2F, e, (5)

where r:4(x1(12p1p28_2J1(E)), A=y, -y, +6,
[10,11]. From (5) one can see that the dynamics of
the phase obeys the Bernoulli map ¢,,,; =A-2¢, that
demonstrates the hyperbolic chaotic dynamics with a
positive Lyapunov exponent of A=1In2.

Numerical simulation of the DDEs (4) con-
firms that the generator is capable to produce robust
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hyperbolic chaotic oscillation. The values of param-
eters approximately correspond to the parameters of
the millimeter band oscillators described in [12]. In
Fig. 4, the plot of largest Lyapunov exponent of the
hyperbolic attractor vs. the excitation parameter o
is shown. For comparison with the results for the
map (5), we calculated the Lyapunov exponent for
the stroboscopic Poincare map (7= 2nt ). The largest
Lyapunov exponent is almost independent from the
parameter and approximately equal to In2 that indi-
cates structural stability of the chaotic attractor.

A

0.08F

0.041

0.00

62 75 8.8 101 o,

Fig. 4. Largest Lyapunov exponent of the hyperbolic
attractorvs. o, at o, =15.0

Fig. 5 shows the typical waveform of the ampli-
tude in the input cavity of the first klystron in the re-
gime of hyperbolic chaos. One can see that the signal
has the form of pulse sequence with nearly constant
amplitude. However, the phase of the signal varies ir-
regularly from pulse to pulse [9] providing robust cha-
otic signal. This is confirmed by Fig. 6 where typical
examples of iterative diagram for the phase of subse-
quent pulses and projection of the attractor onto the

Re F” -Im F” plane are presented. For this plots we
take the values of the variables at the moments of time

when the amplitude |E‘”| reaches its local maximum.
The attractor has a topology of the Smale—Williams
solenoid, which is typical for the systems with hyper-
bolic chaos. The angular coordinate of the attractor
obeys the Bernoulli map.

IF7)

1.5

1.0

0.0 . .
1000 1040 1080 t

Fig. 5. Waveform of the field amplitude in the input cavity
of the first klystron in the regime of hyperbolic chaos

Despite of the hypothesized hyperbolic nature of
the chaotic attractor, the considered scheme of the
generator is of interest itself, since it reveals an op-
portunity to obtain robust structurally stable chaos at
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microwave frequencies. This property is very impor-
tant for possible applications in chaos-based commu-
nication and radar systems.
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Fig. 6. The iterative diagram for the phase
of the oscillations (a) and the projection of the phase

portrait on Re £/ —Im £ plane (b)

2.0

4. SUPPRESSING SELF-MODULATION
AND CONTROLLING CHAOS IN DELAYED
FEEDBACK OSCILLATORS

As is mentioned in Sec. 2, self-modulation insta-
bility is typical for the oscillators with time delayed
feedback. This instability results in generation of
multiple frequencies or even spread spectrum chaotic
signal. Thus the instability restricts the maximal out-
put power and efficiency of an oscillator in the single-
frequency regime.

In [13-15] a method for suppression of the self-
modulation was proposed. This method expands the
well-known idea of time-delayed feedback chaos con-
trol [16] on delayed feedback oscillators. It is based
on adding an additional control feedback with the
parameters chosen so that after passing through the
two feedback legs the fundamental waves appear in
the same phase, while the self-modulation sidebands
appear in anti-phase, and thus, suppress each other.

40

Consider the general scheme of a ring-loop os-
cillator which consists of an amplifier and a delayed
feedback path. To stabilize single frequency genera-
tion regimes we split the feedback leg into two paths
as shown in Fig. 7. Let parameter k define relative
power level of the signals passing through the two
feedback legs. Assume that we are able to adjust the
delay times t,, and phase shifts y,,. Considering
propagation of a modulated signal with fundamental
frequency o and modulation frequency Q one can
show [13-15] that for suppression of the sidebands the
parameters should satisfy the following relations:

v, —y, —o(t -1, )=2nn, (6)
Q1 —-1,)=2nm+m. (7)
Amplifier ME
V VA
Delay
Vi 1k
< T, —

v, Delay

Fig. 7. Scheme of an oscillator with double
delayed feedback loop

We demonstrate successful application of the
method on two examples. We performed numerical
simulations for a generalized model of a delayed-
feedback oscillator (1) [13], as well as for klystron [15]
and TWT [14] oscillators. For example, the Eq. (1)
for the case of two feedback loops should be modified
as follows

A=
dt (8)

=af (1-k)e™ F(A,)+ke" F(4,)].

Numerical results show that the application of the
additional control feedback allows suppression of self
modulation including chaotic spread spectrum oscil-
lation. Fig. 8 shows a typical example of steady-state
output signal amplitude F,, vs.the excitation param-
eter o for a two-cavity klystron oscillator. The circles
denote stable steady states while the squares denote
unstable steady statesthat are stabilized by applying the
control feedback. One can see that the self-modula-
tion threshold increases from o =24.06 to oo =44.01.
Suppose that we keep the amount of feedback con-
stant and increase o by increase of the beam current.

In the steady-state regime output power P~ |Em,|2 .
So from Fig. 8 one can estimate that the beam cur-
rent at which the single frequency regime is stable can
be increased in approximately in 1.83 times, and this
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result in 1.5 increase of the output power. However,
the electronic efficiency n~ F,,J,(F,,) decreases
approximately in 1.25 times.

By adjusting the phase of the controlling feed-
back to y, ~y, + 7 the power can be increased by a
factor of 3 or more [15].

4 F

out

Fig. 8. Typical example of output signal amplitude vs.
o, for the two-cavity klystron oscillator

Similar results were obtained for the TWT oscilla-
tor. Basic equations and details of nonstationary simu-
lations are described in [14]. Fig. 9 shows a typical plot
of output power and electronic efficiency vs. normal-
ized length L=2nCN where C isthe Pierce gain pa-
rameter and N is the phase length of the tube [17].

2.0 M,norm.un.

P, norm. un.

Fig. 9. Normalized TWT efficiency (/) and output power
(2) vs. normalized length L =2nCN . Self-modulation
in a system without control arise at L =3.1

Power and efficiency are normalized to the values at
L =3.1, that is the self-modulation threshold in the
oscillator without the control. Again we suppose that
the amount of feedback is kept constant while the
beam current, and thus, L increases. Nearly twice
increase of the threshold beam current and output
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power is observed, with simultaneous decrease of the
efficiency. Similar to the klystron oscillator, maximal
efficiency is reached near the self-modulation thresh-
old in the oscillator without the control. However, in
the TWT oscillator it is possible to stabilize not only
fundamental mode, but also higher-order modes
which interact with the beam more efficiently. In that
case, efficiency enhancement becomes possible [14].

5. FORCED SYNCHRONIZATION
OF A DELAYED FEEDBACK OSCILLATOR

Investigation of forced synchronization of a de-
layed feedback oscillator by an external harmonic driv-
ing is important in connection with recent projects of
using non-autonomous klystron and TWT oscillators
in chaos-based communication systems [6, 7]. Ow-
ing to multimode nature of delayed-feedback systems
one can expect that processes of synchronization will
have a number of special features in comparison with
systems with low number of degrees of freedom. The
picture of forced synchronization of a general model
of the delayed-feedback oscillator (1) was thoroughly
investigated in [18].

Consider oscillator (1) with cubic nonlinearity
driven by an external harmonic signal

%+yA:ocei‘"(l—|AT|2)A[ L E.(9)
Let us start from the case y =0 that corresponds
to the centre of a generation zone that is optimal condi-
tions for self-excitation, and choose the other parame-
ters y=0.3 and a=0.9. Such avalue of o exceeds the
generation threshold o, =0.3 but lies below the self-
modulation threshold o, =1.33, so the free-running
system exhibits stable single-frequency oscillations.
Solutions of (9) A,exp(iwt) correspond to the
forced synchronization mode. We studied the stabil-
ity of these solutions analytically and numerically. In
Fig. 10a the picture of frequency responses (resonant

curves) p(w) where p=|A0|2 is presented. The bot-
tom part of the Fig. 10a is similar to a classical picture
of resonance curves for synchronization of a system
with one degree of freedom [19]. However in the do-
main of high amplitudes there exist significant dif-
ferences. First of all, one should notice the domains
of phase locking at frequencies of self-modulation
modes. Second, the resonance curves become unsta-
ble in the domain of high amplitudes. This instabil-
ity is caused by excitation of sidebands with frequen-
cies of self-modulation modes. Despite there is no
self-modulation in the free-running oscillator for the
chosen values of parameters, excitation of self-modu-
lation modes is possible when intensive external driv-
ing is applied. We name this regime as drive-induced
self-modulation. Fig. 10b shows a corresponding syn-
chronization tongue on the w-F plane. Lines of sad-
dle-node (SN) and Andronov—Hopf (AH) bifurca-
tions are shown. These lines contact with each other
in Bogdanov—Takens (BT) points marked by circles.
Domain of stable synchronous operation is shown in
white color, unstable domains are shaded.
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Notice that in the free-running oscillator self-
modulation is caused by excitation of two sidebands
which are equidistant from the fundamental frequen-
cy (modes with numbers n=+1 in Fig. 2a). Accord-
ingly, the boundary of drive-induced self-modulation
in Fig. 10 consists of two intertwined curves which
correspond to excitation of mode with either n=1 or
n=-1.

It is well known that SN bifurcation corresponds
to phase-locking of the free-running oscillator [19].
Note that there exist two kinds of SN bifurcations,
one corresponding to phase-locking of the funda-
mental mode near =0 (SN;) and the others near
o~10.557 (SN3) corresponding to the self-modu-
lation modes (see Sec. 1) which are always unstable.
There also exist domains of phase-locking of higher-
order self-modulation modes not shown in Fig. 10.
Similarly, there are two kinds of AH bifurcations: one
(AH)) corresponds to synchronization via suppression
of natural dynamics, while the other (AH») one corre-
sponds to drive-induced self-modulation. Therefore,
there are two kinds of BT points marked by light and
dark circles respectively.

h

«

Fig. 10. (a) The picture of resonance curves in the center
of generation zone, y=0, y=0.3, a=0.9; (b) Syn-
chronizations tongue on w— F plane. SN — saddle-
node bifurcations; AH — Andronov—Hopf bifurcations.
Bogdanov—Takens points are shown by circles

We also investigated transformation of resonant
curves and synchronization tongues with the ap-
proaching to the self-modulation threshold. With the
increase of o, the phase-locking domains formed
at the fundamental and two self-modulation modes
merge, breaking the domain of stability into three
separated parts. Accordingly, the synchronization
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tongue also breaks into three partly overlapping parts
that corresponds to bistability. While parameter o

approaches to the self-modulation threshold the cen-
tral part of synchronization tongue decreases in size.
Finally, when a>a,, =1.33, the central domain of
synchronization vanishes (Fig. 11). Now the tongue
consists of two separate parts and the synchronization
tongue does not touch the F =0 axis, i.e. synchroni-
zation threshold appears. This occurs since the free-
running oscillator generates quasiperiodic self-modu-
lated oscillation with two independent frequencies.

-3r 2n = 0 T 2n [0

Fig. 11. The picture of resonance curves (a) and
synchronizations tongue (b) above the self-modulation
threshold: w=0, y=0.3, a=1.45

The analytical results presented above were veri-
fied by direct numerical simulation of the Eq. (9).
Simulation of the process of transition to synchronous
regime with increasing of the driving force detected
the very complicated picture of dynamical regimes.
When the driving frequency is close to the natural
frequency of the oscillator, synchronization via phase
locking occurs similar to system with one degree of
freedom. However, the mode-locking process is ac-
companied by periodic excitation and decay of self-
modulation modes [18].

When the driving frequency shifts off the natural
frequency, synchronization occurs via suppression of
the natural frequency. In that case, period-doubling
cascade and transition to chaos precedes transition to
the synchronous mode. Such a behavior can be ex-
plained as follows. The free-running system operates
close to the self-modulation threshold, i.e. with the
increase of the excitation parameter o the sequence
of period doublings is observed. External driving in-
creases the amplitude of oscillation thus stimulating
the sequence of bifurcations observed in the free-run-
ning system.
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When the driving frequency is close to the fre-
quency of a secondary eigenmode hard transition to
the synchronous regime is observed. The hard transi-
tion is accompanied by hysteresis and a narrow band
of bistability appears near the boundary of the domain
of synchronization.

The mechanisms described above are illustrat-
ed in Fig. 12 where the phase diagram on the o— F
plane is presented. The lines of different bifurcations
which form the boundary of a synchronization tongue
(similar to Figs. 10,11) are also shown. Domain of
synchronization is shown by white, domain of bist-
ability is hatched. Domains of period doublings (T2)
and chaotic dynamics (C) are also shown. One can
see that the domain of chaotic dynamics is located
close to the self-modulation frequency (w=~0.67).
Inside this domain there exist a lot of narrow windows
of periodic motion which are not shown in Fig. 12.

F
Bistability
2 L
1 B T2
0 /2 T 3n/2 ®

Fig. 12. Phase diagram on o— F
planeat w=0, y=1.0, a=2.5

6. CONCLUSION

In this paper, we presented an overview of re-
search activity on nonlinear dynamics of delayed
feedback microwave oscillators in Saratov State Uni-
versity. The delayed feedback oscillators are distribut-
ed systems with infinite number of degrees of freedom
and demonstrate a very complicated behavior includ-
ing multiple transitions between regular and chaotic
regimes. By that reason, they have good prospects as
sources of chaotic microwave radiation for communi-
cation and radar systems.

In particular, the ring-loop oscillator consist-
ing of two coupled klystrons with resonators tuned
to fundamental and second harmonic frequencies is
proposed. This oscillator is capable to generate struc-
turally stable hyperbolic chaos at microwave frequen-
cies. Structural stability means insensitivity of the sys-
tem dynamics and the attractor structure to variations
of parameters of the system.

The method to suppress self-modulation insta-
bility based on an additional delayed feedback circuit
is proposed. It allows substantial increase in the beam
current that corresponds to the stability of the station-
ary single-frequency generation and nearly threefold
increase in the generation power.

The picture of forced synchronization in delayed
feedback systems is investigated. In the domain of the
small amplitudes the picture of synchronization is

Applied Radio Electronics, 2013, Vol. 12, No. 1

similar to the classical one of the oscillator with one
degree of freedom. However, with growth of ampli-
tude there are a lot of differences caused by excitation
of different self-modulation modes.
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sieB // TlpukianHasi paainoaJIeKTPOHUKA: Hayd.-TeXH. XKyp-
Hain. —2013. — Tom 12. — Ne 1. — C. 37—44.

[IpencraBieH 00630p MccaeqoBaHU B 00JlacTU He-
JIMHEHON AMHAMUKU MUKPOBOJIHOBBIX aBTOI€HEPATOPOB
C 3amna3iblBaHUEM, BbIITOJHEHHbIX B CapaTOBCKOM rocy-
JIAPCTBEHHOM YHUBEPCUTETE B TEUEHME MOCIEAHUX JeCs-
TH JieT. B ctaTbe 3aTparuBaercs LIMPOKHUiA KPYT BOITPOCOB.
OnucaHa o011ast KapTUHA HEJIMHEWHOM IMHAMUKHU TeHe-
paTopoB ¢ 3anazasiBaHueM. OOCYXIAIOTCs MOCAeIHUE 10-
CTUXEHUsI B 00J1aCTU pa3pabOTKM MUKPOBOJHOBBIX F'eHe-
paTopoB rpydboro rurepooaMueckoro xaoca KImcTpOHHOTO
tuna. PaccmarpuBaiorcst mpobJieMbl YIIpaBieHUsT Xa0CoOM
B reHeparopax ¢ 3amnasiblBaHueM, a TakXKe CUMHXPOHU3a-
LIMM TAKUX F'€HEePaTOPOB BHEITHUM TapMOHUYECKUM CHUT-
HaJIOM.

Karouegwie croea: TeHepaTop C 3ala3ablBalolleil 00-
paTHOM CBSI3bIO, MMKPOBOJIHBI, KJIUCTPOH, Jamra Oery-
1Iei BOJIHBI, TMIEpOOJIMYECKUI Xaoc, yNpaBieHHWe Xao-
COM, CUHXPOHU3ALIUSI.
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TIME-DOMAIN SIMULATION OF SHORT-PULSE OSCILLATIONS
IN A GUNN DIODE SYSTEM WITH TIME-DELAY MICROSTRIP COUPLING

L.V. YURCHENKO AND V.B. YURCHENKO

Time-domain simulations of active systems with Gunn diodes connected by sections of microstrip
transmission lines (TL) are carried out. Self-generation of Gunn diodes mounted in various ways in the TL
circuits has been investigated. Complex dynamics of electromagnetic field radiated into an open end of the
TL are observed. Trains of high-frequency pulses are shown to emerge when active devices are separated
from compact resonant circuits by extended sections of the TL providing a time-delayed feedback.

Keywords: high-frequency pulses, Gunn diode, delay line, time delay system.

1. INTRODUCTION

We perform time-domain computer simulations
of nonlinear self-oscillations in distributed microstrip
transmission line systems with active devices specified
by negative differential resistance (NDR) of current-
voltage characteristics such as of Gunn diodes and
similar structures. There are two main goals of this re-
search which concern both the theoretical and practi-
cal aspects of the problem:

1) Developing mathematical models, numerical
techniques and computer codes for the efficient self-
consistent time-domain simulation of high-frequency
excitation in distributed systems with a strong time-
delayed coupling between active devices connected
by sections of transmission lines;

2) Investigating available options of microstrip
implementation of nonlinear power combining (su-
perlinear in the number of devices) and non-con-
ventional spectral effects (ultra-wideband chaotic
oscillations etc) for possible practical applications in
high-frequency electronic systems (ultra-short pulse
generation, noise radars, etc).

Microwave power combining has been investi-
gated for a long time. Initially, there were lumped cir-
cuits being considered. Later on, waveguide network
[1, 2] and quasi-optical array systems [3, 4] have been
proposed. Despite numerous achievements [4, 5], ef-
ficient power combining remains a challenging prob-
lem. There are important physical reasons for this,
such as the distributed character of systems whose size
is large compared to the wavelength (especially, when
considering open radiating systems), broadband and
multi-frequency dynamics of oscillations, etc.

Nowadays, the major goal is the power combin-
ing in the THz bands where the power output of indi-
vidual devices is intrinsically limited by the physical
processes involved (the main relaxation channels in
both the devices and the environment occur precisely
in this domain). In the meantime, conventional de-
sign and simulation techniques (e.g., the impedance
analysis method) are insufficient for these systems [6,
71, being only valid in a small-signal approximation
for narrow-band applications. On the other hand,
exact numerical methods (such as finite-difference
time-domain ones [8]) require huge computational
resources and are inappropriate in many cases.
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The active character of devices characterized by
instability and nonlinearity makes common simulation
tools (e.g., Flomerics Micro-Strips, etc) inadequate for
the rigorous modeling of such systems. Other software,
such as SPICE, cannot cope with distributed systems
where the wave propagation between the devices is an
essential part of system operation. A promising ap-
proach is the use of hybrid numerical methods [9] that
combine both the frequency-domain and the time-do-
main computations, though they also suffer from vari-
ous limitations (narrow-band approximation etc).

For these reasons, the design of active structures is
usually split in two separate stages dealing with either
linear or nonlinear parts of the system. In this method,
the attention is focused on passive components whose
design is carried out in much detail. As a price for this
simplification, some assumptions are supposed to be
met such as the operation of the system in the narrow
band or in a given set of a few narrow bands, etc.

In this work, we choose an alternative approach
and focus our attention on the nonlinear part of the
problem, while the linear part is chosen to be rela-
tively simple. In this approach, the aim is the accurate
self-consistent modeling of nonlinear effects through
rigorous solutions of governing equations and, spe-
cifically, accurate time-domain simulations of non-
linear oscillations and non-conventional dynamics
(chaos, pulses) emerging in various conditions [10-
13]. As a practical issue, nonlinear power combining
is investigated in a rigorous manner.

By reducing the linear part of the problem to the
simplest form, we arrive at a set of discrete devices
connected by sections of one-dimensional transmis-
sion lines, e.g., microstrips. Microstrips excited by
solid-state devices are rather practical solutions for
various applications. A study of one-dimensional
models provides also a benchmark for testing various
computational methods ranging from analytic ap-
proximations to advanced numerical tools.

In quasi-optical applications, parallel coupling
of active devices in a single array is used for increas-
ing the power output [4] (in microwaves, similar ideas
were implemented in the waveguides by K. Kurokawa
[1]). A one-dimensional analogue of this system is the
parallel connection of transmission line circuits, with
microwave power being radiated into an open infinite
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section of the line (the latter models the radiation of
the electromagnetic waves from the antennas into free
space in three-dimensional open systems).

As an alternative system, a series connection
of active devices in a sufficiently long transmission
line (a ladder-type oscillator) represents a simplified
model of an open active structure with distributed ele-
ments that could be used for the spectrum modifica-
tion of THz radiation. Our simulations of a chain of
Gunn diodes [10] revealed complicated dynamics of
the electromagnetic field in this system, though more
detailed analysis of this structure is needed.

The interest in the systems of this kind is justified
by their potential applications as the sources of chaotic
signals for the emerging field of the noise radar technol-
ogy [14]. This technology provides a number of ben-
efits such as an ultra-wideband spectrum of radiation,
simultaneous detection of the position and the veloc-
ity of the target, operation below the noise level of the
environment, and other advantages. For these reasons,
THz applications and, especially, MMIC implemen-
tations of these systems are of particular interest.

2. SIMULATION OF PARALLEL TIME-DELAY
NETWORK OF ACTIVE DEVICES

Simulation approach outlined above was applied
earlier to a few kinds of time-delay circuits with active
devices (Gunn diodes) of relatively simple configura-
tions [10-13]. They were mostly series networks of a
few devices with time-delay microstrip coupling or
single-diode systems with time-delay feedback where
complicated dynamics of high-frequency radiation
field have been predicted [10-13].

Here we consider another system, which is a par-
allel time-delay network of active devices as shown in
Fig. 1, a. All active blocks in this network (n=1,...N)
are identical, being of the kind shown in Fig. 1, b.
A common passive block (#=0) is of the kind shown in
Fig. 1, c. The block operates as a remote resonator for
the given set of active devices and, in the same time,
as a resonant antenna that transmits electromagnetic
radiation into an open (infinite) section of microstrip
line as shown in Fig. 1, a.

Microstrip lines of length d, and d; provide
time-delay coupling and feedback in this system.
They are supposed to be sufficiently long as compared
to characteristic wavelength of emerging radiation.

Formulation of the problem is provided by the set
of equations consisting of

— the wave equations for the current i, (t,x)
and voltage e, (t,x) in each section of the microstrip
transmission line;

— the circuit equations for each circuit n written
in terms of the current #,(t) and voltage e,(t) defined
appropriately for each circuit as shown in Figs. 1 (e.g.
for active circuits the circuit currents and voltages are

=iy =i
=i =lg +ic , €,=¢e; +e, —eg);

— the boundary conditions for the wave equa-

tions at the points of microstrip connections to the

circuits (x, =x, +0) which establish the link between

+

€, =€, —€,
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the microstrip currents and voltages at the points x;,
(i;(v)=i(t,x;), e (tv)=e,(1,x,)) and the circuit
currents and voltages i,(t) , e,(t) asshown in Fig. 1.

N

0 el (7] e
Uy Up B Sp On
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a)
- iL i+
n____ e Sl / BEA —
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& %}
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Fig. 1. (a) A network of active circuits connected by
sections of microstrip transmission lines and schematics
of (b) active circuits used in the network and (c)

a resonant circuit used as an antenna node n=0

The set of equations is completed by the radia-
tion condition at x=-o (no incoming waves from
the open end of the transmission line) and the short-
circuit condition that leads to the occurrence of re-
flected waves from the ends of the stub sections d .

Despite apparent simplicity of circuits consid-
ered, self-consistent time-domain modelling of these
distributed systems is a complicated problem.

In case of a small spatial dispersion of microstrip
line the linear part of the problem is simplified sig-
nificantly so as the wave propagation in the waveguide
sections is described by a well-known Riemann-
D’Alembert solution to the one-dimensional wave
equation. In our modelling, we use this approach for
time-domain simulation of linear part of the problem
while the nonlinear part is modelled in full, in distinc-
tion from a more traditional approach. It allows us to
reduce the problem described with complicated partial
differential equations to a problem with an equivalent

Applied Radio Electronics, 2013, Vol. 12, No. 1
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set of ordinary differential-difference equations with
time delay (the equations with deviating argument).
Despite the remaining complexity caused by
delay, the equations can be solved by available nu-
merical methods [15]. In the explicit form, differen-
tial-difference equations for electromagnetic waves
in a network of transmission lines with active blocks
(n=1...N) described above are presented as follows:

U;(Sn):_})n"(gn _dn)+

oy e ()+20, [S)(9, ~2dg )~ 0

_Ur,t(gn)]_mé,, [Un(‘gn)'i—})n(sn _dn)_Gn(eCﬂ)]a

where

F,(8,-d,)=U,8,-2d,)-ec (1-d,)-U,(x-d,); (2)
Sn(sn)zUn(Sn)+Prt(9n_dn)_Sn(Sn_2dSn); (3)
e; =ey, +2S,(8,-2d,)-U,(9,)]-

_TL,, [Ul"t(sn)+l)rl’(8n _dn)]~

In these equations, U,(3,), P,(3,), 0,(,),
S,(38,) and U ,(r) are the amplitudes of the waves
propagating in the corresponding sections of the line
(Fig. 1a) presented as functions of time variables
9,=t+d,=1+x,, 95 =9,+dg; =1+xg and the
current time < in such a manner that ’

i1 (1)=5,(9-2ds ) +5,(9,),
e} (1)==S,(9-2ds ) +5,(9,).
iy (0=U,(9,)+ P,(8,~d,),
e, (1)=-U,(3,)+ P,(8,~d,), 5)
i (0=U,(9,-d,)+P9,),
el (0=-U,(3,-d,)+P,(9,),
i () =U,(x),

e, (1)=-U (1.

The index A designates the variables associated
with the antenna element (see designations on Figs.
la, 1c), and the value U ,(t) describes the wave radi-
ated into the open section of TL towards the infinity.

Notice that all the equations in this work are
written in terms of dimensionless normalized vari-
ables such as the relative coordinate x=X/a,,
time rt=ct/a,, voltage e,=V,/V,and current
i,=2,1,/V,, where a is the spatial scale used for
normalization, ¢ is the speed of wave in the transmis-
sion line, Z, is the intrinsic impedance of the line,
V, is the normalization voltage. In a similar way, we
introduce other dimensionless parameters such as
1 =cZ,C,/a, 1, =cL, /(Z,a), v, =2n(t, rcn)‘/z,
oc =1/t , o, =1/1, and o, —(u)L(oC) , etc.

The Gunn diodes are simulated in terms of the
given current-voltage characteristics with negative
differential resistance (NDR) as shown in Fig.2. This
approximation assumes the limited space-charge ac-
cumulation (LSA) mode of operation of Gunn diodes.
This allows a rather broadband functioning of the de-
vices, with the maximum-to-minimum frequency

4)
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ratio exceeding a decade. The approximation means
an instant response of the diodes to the external field
neglecting the modelling of strong-field domains in
the diode structures. Instead, characteristic times of
intrinsic processes specific for the diodes are repre-
sented by the equivalent capacitance C, and the in-
ductance L, of the devices and their connections to
the circuits. The current-voltage characteristic of the
diodes is given by the approximation [16] typical for
GaAs and GaN structures

G,=G,(e)=G [(e+0.2¢*) /(1+0.2¢*)+0.05¢], (6)

where G, =Z,I, /V, is the dimensionless diode
current parameter 1, and ¥V, are the characteristic
absolute current and voltage specifying the diodes
(e.g., forthe L-band GaN THz Gunn diodes de-
scribed in [17], we have [, ~84, V, =30V ), and, fi-
nally, e=|e; | isthe dlmensmnless voltage applied to
the diode (Fig.2).

The model of this kind became an engineering
norm for the time-domain calculations and applied,
for example, in the well-known circuit design soft-
ware HSPICE.

G — e

T
i=1*Zy/V,

0 1 2 3 4 5 6
e=V/V,
Fig. 2. The Gunn diode current-voltage characteristic
G,=G,e), g,(e)=dG,(e) / de — the differential
conductance, and the load lines at the bias resistance r,

The electromagnetic self-excitation appears in
the system when the Gunn diodes are biased to the
NDR region. The oscillations develop in response to
a small fluctuation of the bias voltage, once the volt-
age is in this region, or as a result of switching the bias
from the stable to this unstable domain.

The bias voltage e, (t) is specified by the function

eg(t)=ep +0epfp(t/15)—8epfp((t—15)/5),

where e, is the steady-state voltage in the “off” po-
sition below the threshold e, when no self-oscilla-
tions are excited (the oscillations appear if e; >e B )
ey =ey +0ey is the steady-state voltage in the “
position when self-oscillations are being developed
(ep >ep ), fz(t/15) is the bias switch function
which describes the switching on and off process be-
ginning at the moment t=0 and t=1,, respective-
ly, and developing during the characteristic time t

(0<fp<1, f=0at t<0, fp=1at t>1y).
As

a switch function, we  choose
fp=(anh(u)+1)/2, with the  substitution
u=s/(1-s%), s=2t/t5 -1, defined in the interval
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|s|<1 where 0< fp <1 (fy=0 at s=-1, fp=1 at
s=1), while outside of this interval we assign f; =0
at s<-1 (t<0)and fp=lat s>1 (t>1g).

This definition of the switch function f; allowsus
to confine the duration of switching on and off within
the finite time interval 0 <t<tg, with both df} /dt
and d’f, /d<* beingzeroat t<0 and t> 1. Notice,
the condition df, /dt=d*f, /di* =0 at t<0 is nec-
essary for the consistency of time-delay equations at
1< 0 with the trivial initial conditions on the unknown
functions at the time-delayed intervals while assuming
no time variations before the switching on begins.

In a similar way, we write the equations for the
resonant antenna circuit (z=0) schematically shown
in Fig. 1, a and c. As a result, we obtain a complete
system of N +1 second-order differential-difference
equations, which describe the electromagnetic field
evolution in the given microwave circuit of trans-
mission lines with active Gunn-diode devices. They
account for both the nonlinearity of devices and the
delay of coupling between the devices due to the time
needed for the wave propagation along the transmis-
sion lines. This property makes the system prone to
non-conventional dynamics such as the dynamical
chaos and other nonlinear effects that could be useful
for various applications.

3. NUMERICAL REZULTS

We obtain numerical solutions of the equations
in by using the integration methods presented in [15],
particularly, the Dormand-Prince method of the
8(5+3) order, which we extended for the case of time-
delay equations specific for our problem. Being direct
time-domain computations, accurate solutions of
these nonlinear equations are rather time-consuming.
Time sequences of the field evolution were, typically,
found for many thousands of intrinsic periods 7, as
defined by the system parameters, with the accuracy
of solutions specified at the level £¢=107...107'% [15]
sufficient for obtaining stable and reproducible solu-
tions as verified by more accurate test simulations.

When considering a network with a single active
circuit (N =1) , we found a possibility for the system to
generate a train of high-frequency pulses radiated into
an open section of microstrip line (Fig. 3). The pulses
are excited when the bias voltage E, is increased
above a threshold value (the system is turned on) and
cease when Ej is reduced below the threshold.

A characteristic feature of the effect is that the
pulse duration tp equals to the time interval between
the pulses Azp and each of them is close to the dura-
tion of the round trip of a signal from the active device
(n=1) tothe remote resonator (n=0)and back to the
active device (n=1) . Thus, the spatial length of each
pulse in an infinite microstrip line L,=ct, (¢ is the
speed of wave in the line) is about twice the length of
the microstrip section, L, =2d, .

The carrier frequency of each pulse o is deter-
mined by the intrinsic frequency of active circuits,
and the optimal condition for the formation of a clear
sequence of pulses is the coincidence of intrinsic
frequencies of the remote resonator (n=0) and the
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active circuit (n=1), while the length of microstrip
section d, that provides a time-delay coupling is re-
quired to be large enough for the pulse duration 1, to
be much greater than the oscillation period t=2nw.
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0 2400 7200 9600

U, relun.

-0,4
4000

4400 4600 4800

ct/a, relun

b)
Fig. 3. A train of high-frequency pulses radiated from the
system of one Gunn-diode active circuit (curves 1) and
two identical active circuits (curves 2) when the circuits
are connected to the antenna node n=0 by microstrip
transmission lines of length d, =200 (in relative units
where the pulse radiation wavelength is A=9.0)

4200 5000

The formation of train of pulses and the main
conditions for this could be explained as follows. If the
active circuit is designed so that oscillations are excit-
ed when no resonator is present at the antenna node
n=0, the oscillations arise and exist for the duration
of time tp until the feedback signal returns from the
remote resonator (n=0) to the active node (n=1).
Then, if the design of the entire system including both
the active circuit and the remote resonator is of such
a kind that oscillations cannot exist in the entire sys-
tem, the oscillations cease for the period of time Af,
when active circuit receives a feedback from the node
n=0 and, in this way, “feels” the presence of remote
resonator. After that time, the feedback disappears,
the active circuit does not “feel” any remote resona-
tor again, and a new pulse of oscillations arises.

When connecting two identical branches of ac-
tive circuits in parallel to the antenna node, we ob-
tain a similar train of pulses radiated from the system,
though of slightly different parameters (Fig. 3, b).
With increasing the number of branches, the oscil-
lations may not cease completely between the pulses
and the entire process becomes more complicated.

Keeping in mind the explanation of the effect
given above, we may consider the networks of multi-
ple time-delay branches of different length of micro-
strip sections. With account of different times of ar-
riving time-delay feedbacks from different circuits
and nonlinear mixing of oscillations in active devices,
we can expect the development of complicated and,
potentially, chaotic or quasi-chaotic oscillations that
could be of interest for certain applications [14].
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Consider now the network of two branches of
identical active circuits of the kind shown in Fig. 1,
though of different and, preferably, non-commensu-
rable length of time-delay microstrip sections d,, .

' L L T . L L O O L T B L . T

U, relun

v
0,3 T‘ i ’
g N 11."‘1 Al ”m
e “‘Z‘??;),relifm e

Fig. 4. A quasi-chaotic signal radiated from a system
of two active circuits connected to the antenna node
by transmission lines of length ¢, =200 and d, =266.67 ,
respectively, when the basic radiation wavelength
at the emerging carrier frequency is A =8.6

In this case, despite the relative simplicity of
active system, there will be a complicated mixing of
time-delay feedbacks in different branches of active
devices, thus, providing a complicated (virtually,
quasi-chaotic in the lower frequency bands) nonline-
ar oscillations as shown, e.g., in Fig. 4 (a similar effect
should also arise in the networks of dispersive trans-
mission lines because of different propagation time of
different frequency components).

In this example, even though there is a certain
carrier frequency due to intrinsic oscillations of active
circuits, the entire waveform that corresponds to the
lower frequency band as compared to the carrier fre-
quency, is rather chaotic and remains so for a long pe-
riod of time being simulated (here we choose the length
parameters d, =200 and d, =266.67 in relative units,
while the carrier oscillation period is 1=8.6.

Quasi-chaotic character of low-pass-band signal
radiated from the system is well illustrated by the plots
of auto-correlation function and Poincare section
computed for the emerging oscillations (Figs. 5—6).

When comparing auto-correlation functions
(Fig. 5) of train of pulses and quasi-chaotic signal,
one can see a reversal of correlation over the period of
pulse repetition (at T~ 840 in Fig. 5) and a significant
loss of correlation in quasi-chaotic signal at all times
exceeding the period of oscillations (t=8.6).

In a similar way, Poincare sections (Fig. 6) clearly
show the presence of periodicity in the train of pulses
over a long period of time and the lack of long-term pe-
riodicity in quasi-chaotic signal of Fig. 4. The frequency
spectrum of the quasi-chaotic signal is shown in Fig. 7.
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Fig. 5. Auto-correlation function of (a) train of pulses
of Fig. 3 and (b) quasi-chaotic signal of Fig. 4 computed
over the time interval ¢=1000-9000
and 7=2000-20000, respectively
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Fig. 6. Poincare section U vs dU /dt of (a) train of pulses
of Fig. 3 and (b) quasi-chaotic signal of Fig. 4 computed
over the time interval 7 =4000-8000
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Fig.7. Frequency waveform radiated from time-delay TL
circuit (N =2) with d, >1
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4. CONCLUSIONS

Time-domain simulations of distributed networks
of active circuits connected by sections of microstrip
transmission lines have shown a possibility of generation
of trains of high-frequency pulses radiated into an open
section of transmission line. The trains of pulses can
emerge when active devices are separated from com-
pact resonant circuits by extended sections of transmis-
sion lines providing a time-delay feedback. When using
a few branches of active circuits with different length
of time-delay transmission lines, a complicated quasi-
chaotic signal can be generated by the system that could
be of interest for emerging applications.
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Wan. 07. bubmmorp.: 17 Ha3B.

YAK 517.862

MogenoBaHHsl Y Y4aCOBOMY NMPOCTOPi KOJMBAHb BUCO-
KOYACTOTHUX IMIYJIbCIB y MiKPOCMYTOBIii JiHii 3aTpUMKH 3
niogamu T'anna / JI.B. FOpuenko, B.b. FOpuenko // [lpu-
KJIaJHa pamioesIeKTpOoHiKa: HayK.-TexH. KypHai. — 2013, —
Tom 12. — Ne 1. — C. 45-50.

Y crarTi OyJI0 BUKOHAHO MOJEIIOBAaHHS Y YaCOBOMY
MIPOCTOPi aKTUBHUX CUCTeM 3 miogamu ['aHHa, 3’eagHaHMX
CeKIIisIMM MiKpOCMYTOBOI JIiHil TTepenadi. byio gocmimke-
HO caMo30yaXeHHs aioniB ['aHHA, BMOHTOBAHUX Pi3HUM
YMHOM Y JIAHLIOXKOK JIiHii Iepemavi. 3HaliieHa CKiIamgHa
NMHAaMiKa eJIeKTPOMArHiTHOTO TOJIsl, 110 BUTTPOMiHIOETh-
cs 'y BIIKPUTY CeKlil0 MiKpocMyroBoi JiHii. [loka3zaHa
MOXJIMBICTh TOSIBA Cepil BUCOKOYACTOTHMX IMIIYJIBCIB Y
BUIAJAKY, KOJIW aKTUBHI OJIOKM BiZIIEHI BiJi KOMITAKTHUX
PE30HAHCHUX €JEMEHTIB MOJOBXEHUMM CEKLisIMU JIiHii
repeaayi 3 3aTPUMKOIO 3BOPOTHOTO 3B’ SI3KY.

Karouoei croéa: BACOKOYACTOTHI iMITyJIbcH, ioa ['aH-
Ha, JIiHisl 3aTPUMKM, CUCTEeMa 3 3aIli3HIOBAaHHSIM.

In. 07. bi6aiorp.: 17 Haiim.
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MODE INTERACTION FOR RANDOM SIGNAL GENERATION
IN MM-WAVEBAND VACUUM OSCILLATORS

E. M. KHUTORYAN

We consider transformation of single frequency oscillations to multi-frequency and to the chaotic ones in
Smith-Purcell radiation (SPR) multiplier. It consists of grating with upper mirror that enables both BWO and
diffraction radiation oscillator (DRO) modes excitation. We consider the case when fundamental frequency
oscillation corresponds to backward wave oscillator mode. The SPR condition holds for nth harmonic (3rd in
our case). When operating-to-starting current ratio exceeds unit value for both modes the auto-modulation
process takes place, which leads to generation of oscillations with multifrequency spectrum. The reason for
this is BWO and DRO modes interaction. When operating current exceeds starting one many times both for
BWO and DRO mode the oscillation spectrum becomes a continuous one. The spectrum behavior has been
studied for various system parameters such as electron beam current, grating length, OR quality factor, etc.

Keywords: Backward wave oscillator, Diffraction radiation oscillator, Smith-Purcell radiation multiplier,

mode interaction, stochastic oscillations.

INTRODUCTION

The electron vacuum oscillators can generate
stochastic oscillations when electron beam (EB) is
overbunched and there is time delay of wave propaga-
tion. One of the most known examples are backward
wave oscillator (BWO) and reflection diffraction ra-
diation oscillator (R-DRO) [1, 2]. Also reason for
stochastic oscillation can be the mode interaction in
overmoded resonant devices such as gyrotron, reso-
nant BWO, DRO, etc. Mode interaction is possible
also for different types of feedback. In [3] the mode
competition between BWO and DRO modes has
been studied both theoretically and experimentally. It
was shown that for moderate operating current single
frequency oscillatory mode is established: for low EB
velocity BWO when coupling impedance is rather low
the DRO oscillations are excited; for higher EB ve-
locities BWO oscillations occur. Later experimentally
was shown possibility of BWO and DRO simultane-
ous oscillations [4]. It can lead to stochastic oscilla-
tory mode. Another case of BWO and DRO modes
interaction is Smith-Purcell multiplier [5]. In this
case BWO mode self-excites on the fundamental fre-
quency and SPR condition holds for " harmonic. Ifit
coincides with the open resonator resonant frequency
the DRO mode is excited |6, 7]. Here we consider the
case when operating-to-starting current ratio exceeds
unit value for both modes that can lead to generation
of EM oscillations with continuous spectrum.

THEORY

As it is known, for BWO mode the phase shift ¢
over grating period / is between ©t and 2xn. If the EB
velocity is v then oscillation frequency will be close
to f= vl/¢. The n™ harmonic frequency is nvl/¢ and
ne = 2nm. This gives certain values of phase shift ¢ for
SPR. Since BWO wavelength approximately equals
quarter of grating depth A~h/4 the effective SPR takes
place for odd harmonics. Let’s consider the case when
n =3 and m = 2 (Fig. 1). Then BWO electric field
may be represented as superposition of forward and
backward wave:
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EBWO =C" (y,l‘)Ep(y’z,k)ei(ky—mt) +

+C~(1,0E_,(y,2,k)e' ="

whose amplitudes have been governed by following
excitation equations:

1 aoC oC” o ~1 J-st

Vg, O 0Oy N ,5
L£+£+1{C*=0 (1)
Ve OF oy

C"(0,H)=RC (0,1)

C (L,t)=R,C*(L,t)e"***

The vortex field DRO of high Q cavity can be
represented as an expansion by cavity eigenmodes:

Epro =Y C, (D E,, (p,2)e"4™/1=30

where Em(r) is electric field of the cavity eigenmode.
If resonator is not overmoded the only single DRO
mode is assumed to be excited. Then, in a weakly
non-stationary approximation the equation for the
DRO complex mode amplitudes becomes

dc . 1 .= = P
_Eﬂam_%m)c :N—m i J(rOE, (ne'dV, (2)

where N, =4LJ'8E,idV is the m™ mode norm, ]'1’3
T
v

is the current density of first and third harmonic, re-
spectively, which are to be found from the motion
equation.

B

./‘BWO """"

o/l

n 2n 3n 4n

Fig. 1. Dispersion of BWO
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RESULTS

Solving the equations (1) and (2) together with
EB motion equation we obtain time dependence of
BWO and DRO amplitudes. Let’s note that for case
[3, 4] when wpro # nw the solution for single fre-
quency regime occurs when Ct=0, C=0 or Ct= 0,
C = 0. At SPR multiplier owpro = nw both amplitude
non-equal to zero. Therefore for arbitrary frequency
ratio the following regimes have been observed [4]:
1) single frequency; 2) two-frequency with different
frequency steepness: 3) BWO frequency spectrum
enrichment due to auto-modulation; 4) stochastic
mode interaction; 5) mutual mode synchronization
for fpwo/foro = 5/6 with the same frequency steepness
for both modes.

For case of SPR multiplier the parameters to be
varied are resonator Q-factor, EB current, reflection
factors, grating length, frequency mismatch, EB in-
clination angle.

Amplitude time dependences and correspond-
ing FT for matched BWO (R; > = 0) have been shown
in Fig. 2. EB current-to-starting one ratio for BWO
equals 6 and for DRO is 2.3; frequency mismatch is
0 and Q = 200. Let’s note that even for exact relation
between ‘cold’ frequencies (opro = 3w) the electron
frequency shift for BWO mode results in some mis-
match. Additional BWO mode automodulation (ap-
pearing additional frequencies in BWO spectrum)
makes DRO dynamics much more complex. From
Fig. 2 one can see that DRO automodulation is deep-
er than that for BWO. If frequency shift is more than
DRO resonator bandwidth there is DRO mode col-
lapse. In this case near DRO modes should be con-
sidered.

ot

0 1000 2000 3000

Fig. 2. Amplitudes time dependence EB
current-to-starting one ratio for BWO equals 6
and for DROis 2.3
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Fig. 3. DRO amplitudes FT for EB current-to-starting
one ratio for DRO equals a) 0.7; b) 2; ¢) 3.5

FT evolution at EB current change shown in
Fig.3 indicates enrichment of oscillation spectrum
due to deep automodulation.

CONCLUSIONS

The mechanism for stochastic oscillation gen-
eration in SPR multiplier has been considered. It is
shown that BWO and DRO modes interaction leads
to deep automodulation and multifrequency spec-
trum and there is feasible possibility for stochastic
oscillations. The variation of large quantity of both
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modes parameters enables different ways of oscilla-
tion spectrum transformation.

Author would like to thank Konstantin Lukin for
the suggested topic and useful discussions and sug-
gestions.
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B3aumoneiicTBie MO B BAKYYMHBIX F€HEPATOPAX MUJI-
JIMMETPOBOTO IMANIA30HA /I TeHePAIUH CJIyYailHbIX CUTHA-
JoB/ D. M. XyrtopsiH // [IpukiiagHast panroaJieKTpOHMKA:
Hayy.-TexH. XypHai. — 2013. — Tom 12. — Ne 1. —
C.51-53.

PaccmaTtpuBaeTcst rpeobpa3oBaHue OIHOYACTOTHBIX
KoJyie0aHUI B MHOTOYACTOTHBIE M XaOTUYECKME B YMHOXH -
tese Ha appexkre Cmura-Ilapcenna (CIT), cocrosiiem u3
rpeOeHKM U BEpXHETOo 3epKajia U TMOIACPKMBAIOIIEM BO3-
oyxnenue pexumoB JIOB u I'ZIN. Paccmatpusaetcs ciy-
yaii Bo30yxkneHus pexxnma JIOB Ha ocHOBHOIT TapMOHUKE.
Pexxum nznyuenust CIT npu 3Tom HaGro1aeTcst Ha TPETheit
rapmMoHuke. Korma pabounii TOK MPeBBIIIAET CTAPTOBBIN
IJIs1 O0OMX peXXMMOB, HaOJII0aeTCsl MHOTOYACTOTHAS Te-
Hepauus, TPUIMHOM KOTOPOU SABJISETCH B3aUMOJICUCTBUE
Moz JIOB u I'/IN. Korna pabouyuii TOK HAMHOTO MPEBbI-
IIaeT CTapTOBBbIN IS 00OMX PEKMMOB, CIIEKTp KoJjeba-
HUIi CTAHOBUTCS HENpepbIBHBIM. M cciienyercst moBeneHue
CIeKTpa B 3aBUCUMOCTH OT Pa3JIMYHBIX ITApaMETPOB, TAKUX
Kak TOK, JJIMHA rPeOeHKM, JOOPOTHOCTh Pe30HATOPa U T.JI.

Karouesvie crosa: Bzaumoneiictsue mon, JIOB, T'/IU,
MHOT'OYAaCTOTHbIE KOJIeOaHMsI, BBICIINE MPOCTPAHCTBEH-
Hble TAPMOHMKH.

Wn. 03. bubmmorp.: 07 Ha3B.

YIK 621.385.6

B3aemogiss Mox y BakKyyMHHUX reHeparopax Mijiive-
TPOBOTO Aiana3oHy IS reHepamii BUMAAKOBUX CHTHAJIB /
E. M. Xyropsin // llpukianHa pamioeseKTpoHiKa: HayK.-
TexH. xypHas. — 2013. — Tom 12. — Ne 1. — C. 51-53.

PosrnssHyTo mepeTBOpeHHsI OJHOYACTOTHUX KOJIW-
BaHb B 0araro4yacToTHi i XaOTMYHi B TIOMHOXYyBadi Ha
edekTti Cmita-Ilapcenna (CIT), o ckinamaeThes 3 rpebiH-
KU i BEpXHBOTO J3epKaja, sIKi MiATPUMYIOTb 30YIKEHHS
pexxumiB JI3X i ['JIB. Po3rasinaeTbest BUIamoOK 30y/1KEeH-
Hs1 pexkumMy JI3X Ha ocHOBHIlt rapMmoHilii. Pexxum Bumnpo-
miHtoBaHHs1 CII mipu 11bOMY CITOCTEpIira€Tbcsl Ha TpeTiit
rapmodHini. Konu pobouunii cTpyM repeBUIIyE CTapTOBUI
IIJIsT 000X peXXMMiB, CIIOCTEpIra€Thcsl ObaraTo4acTOTHA Ie-
Hepallisl, MPUYNHOIO sIKOoi € B3aemomisa mox JI3X i I'JIB.
Konu pobouuii ctpym Habarato IepeBUIIYE CTapTOBUIA
IIJIs1 000X PEXKMMIB, CIIEKTP KOJIMBaHb CTa€ Oe3IepepBHUM.
JlocimKy€eTbest TOBeliHKa CIIEKTpa B 3aJIEXKHOCTI Bifl pi3-
HUX MapaMeTpiB, TAKUX SIK CTPYM, JIOBXXKMHA TpebiHKH, J10-
OpOTHICTb pe30oHaTOpa i T. 1.

Karouosi crosa: B3aemonis mon, JI3X, I'JIB, 6araro-
YaCTOTHI KOJIMBAHHS, BUILI IPOCTOPOBi TApMOHIKMU.

1. 03. Bi6miorp.: 07 Haiim.
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EFFECT OF REFLECTION FROM THE REMOTE LOAD ON MODE
COMPETITION IN MULTIMODE RESONANT ELECTRON OSCILLATORS

S.A. USACHEVA, M.M. CHUMAKOVA, M.YU. GLYAVIN, YU.V. NOVOZHILOVA AND N. M. RYSKIN

Effect of reflection from the remote load on the mode competition in a two-mode electronic maser is
considered. A system of two coupled equations for slowly varying amplitudes of the modes with time
delayed coupling is investigated analytically and numerically. It is shown that the reflections can, under the
certain conditions, strongly affect the operation regime. Special attention is paid to a gyrotron with build-in
quasioptical mode convertor where the radiation after reflection from the window is converted into oppositely

rotating mode.

Keywords: reflections, mode competition, maser, gyrotron, delayed feedback.

1. INTRODUCTION

Reflections from a remote load can strongly af-
fect the dynamics of microwave oscillators, espe-
cially gyrotrons [1-7]. Not only reflection from the
output window but also reflection from the plasma in
electron-cyclotron plasma heating experiment may
play asignificant role [7]. Moreover, this effect is used
in autodyne (self-mixing) detection. In particular,
autodyne chaotic oscillators for noise radar systems
had been developed in IRE NASU [8,9].

In Refs. [10-12], we studied a general model of
a single-mode oscillator with delayed reflection from
a remote load. The conditions of stability of steady
states were derived analytically. Numerical simulation
of transient processes was performed in the most
interesting case of large delay and low reflections.
Good agreement between theory and simulations was
observed. However, most of modern microwave reso-
nant masers, especially gyrotrons, utilize oversized
resonators where excitation of different eigenmodes
and strong mode-competition phenomena are typi-
cal. We believe that delayed reflections from the re-
mote load should strongly affect the mode competi-
tion processes.

In this paper, we investigate two different models
of resonant multi-mode oscillators with reflections.
In Sec. 2, a system of two competing modes described
by the well-known equations for slowly varying am-
plitudes is presented and the influence of additional
delayed feedback due to reflections is investigated.
In Sec. 3, a gyrotron with build-in quasioptical mode
convertor is considered, where the radiation after re-
flection from the window is converted into oppositely
rotating mode.

It is shown that the reflections can, under the
certain conditions, strongly affect the operation re-
gime. Complicated sequence of transitions from one
regime to another which takes place with the increase
of reflection factor is investigated.

2. REFLECTION EFFECT ON MODE

COMPETITION IN A TWO-MODE MASER

Consider a model of a two-mode electronic os-
cillator, which is described by the equations for slowly
varying complex amplitudes of the modes 4, , in the

54

quasi-linear approximation of the electron suscepti-
bility by cubic polynomial:

/h :(61 —[31|A1|2 _Y1|A2|2)A1 +p1einAlr’ (1)

4, 24(02 _B2|A2|2 —72 |A1 |2)A2 +pe2 4, . (2)

In (1), (2) parameter ¢ is a relation of start-
oscillation currents of the two modes. Coefficients
o, B;, v, are complex functions of electron tran-
sit angle; details of derivation are presented in [13].
For simplicity, we assume that these coefficients are
real, i.e. the effects of reactive phase nonlinearity are
negligible. The last terms in right-hand side of Egs.
(1), (2) describe an influence of delayed reflections,
P12 exp(z‘\plyz) are complex parameters of reflection,
t isthe delay time, A;. = A, (7-1) . In the case of zero
reflections, Egs. (1), (2) are converting into well-
known equations of competing modes [14].

Without reflections dynamics of the system is de-
termined by parameters y; =v,0;/B;c;, i#j. Con-
sider the situation when y, <1, %, >1. In that case,
the first mode survives in the competition process and
suppresses the second one. Let us investigate how the
reflections affect the operation of the oscillator.

Consider a single-mode solution of Egs. (1), (2):
A = Ayexp(iot), A,=0 where amplitude and fre-
quency obey the following equations

4| = (0, +p, cos0)/B; , 3)
oa:—([sf A0|2+pl sine), )

where 6=wt—y,. With growing of reflections, there
appear new solutions of the transcendental charac-
teristic equation (4), thus, higher-order steady-state
modes arise [10-12]. Frequencies of these modes de-
pend on reflections in such a way that cos0 —1 with
the increase of p, .

Detailed analysis of stability of the single-mode
solutions with respect to perturbations of the first
mode is presented in [10-12]. However, apart from
the mechanisms of instability described in [10-12], in
the two-mode oscillator there exists one more mech-
anism caused by excitation of the second mode.

We performed numerical simulation of the
mode-competition processes with the increase of
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reflections assuming that both modes have equal re-
flection coefficients: p, =p,. The most significant
impact of reflections takes place when the phase of
the first mode reflection parameter is close to =, and
phase of parameter of second mode reflection is close
to zero. In that case, reflections result in decrease of
the amplitude of the first mode and increase of the
second one. Thus, reflections facilitate excitation of
the second mode.

In Fig. 1, domains of different regimes on the
V¥, —py, Plane are presented. One can see, that even
when rather small reflections are entered, transition to
the regime of two-mode oscillations is observed. With
the increase of p, , , the second mode completely sup-
pressed the first one. However, with further increase
of the reflections, excitation of higher-order steady
states of the first mode becomes possible. Since fre-
quencies of these solutions differ from that of the fun-
damental one (see [10-12]), the value of phase y, ==
does not provide suppression of the first mode. There-
fore, a backward sequence of transitions to the two-
mode regime and then the regime of the first mode
generation is observed.

0.30 pl,z

- 0 T \VZ
Fig. 1. Domains of regimes of generation of the first
mode (1), second mode (2), and two-mode generation (3)

on y, —p; , plane of parameters for y, =0.9, , =1.1,
vy, =n,t=10, g=1

However, the picture described above is quite
sensitive to the value of wy,. Numerical simula-
tion shows that when v, shifts off the value y, =m,
at which reflections suppresses the first mode, the
domains of two-mode and second mode oscillations
quickly decrease in size. This is illustrated by Fig. 2
where boundaries of the domains of the different re-
gimes are plotted for three different values of y, . On
the contrary, with decreasing of the delay time 1, do-
mains of the second mode generation and of the two-
mode oscillation grow.

We also studied the case y,, <1, when without
the reflections regime of two-mode generation is sta-
ble. When small reflections appear, the second mode
suppresses the first one, since the chosen values of the
phases vy, , provide decrease of the amplitude of the
first mode and increase of the amplitude of the second
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one. However, with further increase of p, , excitation
of a higher-order steady state of the first mode occurs.
Frequency of this state shifts off the fundamental one,
and, similar to the previous case, a backward transi-
tion to the two-mode regime takes place.

030 | P12 ——— Y =T
— y,=097
e — y,=0.85n
025 l
_/
.‘\,
\‘ \
A\
\\
AXY
AXY
N
2 .{}f)
/}f/
1 1
- 0 n Y,

Fig. 2. Domains of regimes of generation of the first mode
(1), second mode (2), and two-mode generation (3)
for different values of the phase y, . Other parameters
are the same as in Fig. 1

3. REFLECTIONS IN A GYROTRON
WITH RADIAL OUTPUT

Modern gyrotrons designed for operation at high
power levels and high frequencies, especially in sub-
terahertz and terahertz region, are operating at very
high-order modes, TEm n, m,n>>1. For instance, the
gyrotron developed for the International Thermonu-
clear Experimental Reactor (ITER), operates at the
TE34,19 mode; here 34 and 19 are the azimuthal and
radial indices, respectively (see e.g. [5,6]). For such
gyrotrons, a build-in quasioptical mode convertor
is used to convert high-order cavity mode radiation
into a Gaussian wave beam. The radiation, after leav-
ing the cavity and propagating through the output
waveguide, hits the launcher in which an individual
rotating mode loses its identity and with the use of a
quasiparabolic reflector is converted into an approxi-
mately linearly polarized Gaussian wave beam. This
beam is guided by means of phase correcting mirrors
to the output window. When, for some reasons, the
window is not perfectly matched for this wave beam,
the reflected radiation follows the reverse path. On
this way, the beam is transformed inside the launcher
into the oppositely rotating mode, which returns to
the cavity. This means that, in contrast with the situ-
ation considered in Sec. 2, in a gyrotron with a radial
output one has to consider the competition between
oppositely rotating modes with the same azimuthal

and radial indices, TE,TM [5,6]. Here the superscripts
“+” and “—” denote positively and negatively rotat-
ing modes, respectively.

For the case of competition of the TE,, , modes,
Egs. (1), (2) canbe simplified. First, forthe modeswith
the same azimuthal and radial indices, coefficients
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B, and v, are equal. Moreover, one can show that
y; =2B; [13,15]. Thus, Egs. (1), (2) become

A] =(01 —B|A1|2 —ZB|A2|2)A1 > ®)
A 24(62 _[3|Az|2 —2[3|A1|2)A2 +PeiWA11 . (6)
F,
Y
a > > <
0 FIO Fl
F,
Y
on ___________ 1
b " 5 .
0 Fy F,

Fig. 3. Phase portraits without (a)
and with (b) reflections

Here, A, is the amplitude of the fundamental
mode and 4, is that of the spurious mode with op-
posite rotation. It is assumed that the first mode, after
leaving the cavity, is partly reflected from the window,
changes the direction of its rotation and returns to
the cavity affecting the second mode. The secondary
mode with opposite rotation usually does not reach
the window and the effect of its reflection on the pri-
mary mode can be neglected [5,6].

Introducing real amplitudes and phases,
A; :Fj/\/ﬁexp(icpj), one can rewrite Egs. (5), (6)
as follows:

F=(o{-F -2F)F, (7)
F=q(cy - -2F)F, + ®)
+p B, cos(@, — 9, +v),
¢ =of 1 F +2F), 9)
b, =q(03 —1(E+2F))+

+p(Fir/F2)Sin((p1T -0y +\‘rl)’
where o, =Reo;, o} =Imo,, B'=Rep, p"=Imp,
A=B"/B".

Consider the case when o; >0, o, <0. In that
case, excitation of the oppositely rotating mode in
the gyrotron with perfectly matched window (p=0)
is impossible. Steady-state solutions of the Egs. (7)—
(10) —are

(10)

F}:Fjo, (Pj:th+(pj0’ (11)
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where Fy, ¢, and Q; are constants. Without reflec-
tions there exist two steady-state solutions: the unsta-
ble zero solution F;, =0 and the stable one

Fy=\o| , F,=0, Q, =c]-Aoy, (12)
which corresponds to generation of the fundamental
mode. Phase portrait on the F —F, plane is plotted
in Fig. 3a.

When small reflections appear, p < o, they in-
duce excitation of the secondary mode and two-mode
oscillation arises. The stable fixed point on the F| — F,
plane shifts off the horizontal axis F, =0 (Fig. 3b).
One can find approximate steady-state solution ac-

curate within O(p):
p+/O] COS Y,
Fy~o|, Epr————,
10 1 20 q(zci _Grz)

_ ~ "_ ’
Q,=Q, ~c/ -Ao;.

(13)

(14)

Note that frequencies of both modes in the steady
state should be equal, Q, =Q, =Q. In Eq. (13)

S0 =910 =Py — Y —Q1 (15)
which can be found from (7)—(10), (13):
"(1-g)-2roj(1-2
thOZGI( Q) o ( Q)' (16)

q(20] - o))

Since we consider the case of small reflections,
higher-order steady-state solutions discussed in Sec. 2
do not appear.

Thus, even at very small reflections, at the same
time with excitation of fundamental mode, in a gyrotron
cavity stable forced oscillation of the mode of opposite
rotation arise. We believe that this effect is responsible
for distortion of the transverse pattern of radiation dis-
covered in [16] where a gyrotron with modulated re-
flection from an oscillating membrane was studied.
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COMPUTER SIMULATION OF NOISE GENERATION IN MAGNETRON

G.I. CHURYUMOV, A.V. GRITSUNOV AND A.l. EKEZLY

This paper describes possible approaches to the computer simulation of fluctuation processes in a magnetron
operating in m-mode. The use of computer simulation (TULIP particle-in-cell simulation code) allows
carrying out comparative analysis of output spectrum and phase focusing of electron flow in different
operating conditions of the magnetron. It is shown that the regularization of electron flow motion associated
with decreasing its turbulence, leads to minimizing the noise level in the range of up to - 60 dB relative to a
level of operating signal. A circuitry model of the magnetron is established for more detailed study of physical
processes and understanding the influence of fluctuation processes in re-entrant electron flow on the quality

of the output spectrum.

Keywords: magnetron, simulation, noise, fluctuation, PIC method, circuit method, output spectrum.

I. INTRODUCTION

Various magnetrons as the most popular vacuum
tubes keep attracting attention of the researchers in
vacuum electronics worldwide (see, e.g., [1—4]). Tra-
ditional research and developments of magnetrons
are focused on the following topics: enhancement of
energy efficiency, increase of output power and work-
ing frequency; advancing technologies for anode &
cathode and magnetron magnet systems, etc. Nowa-
days, one may see increasing interest to the research
focused on improvements in frequency characteris-
tics of the magnetrons, including enhancement of fre-
quency stability and quality of the output spectrum;
suppression of the spurious oscillations and both the
amplitude and phase noise, etc. [2, 5—7]. On the oth-
er hand, the idea of using magnetrons for generation
of oscillations with increased level of the noises and
design on this basis the microwave noise generators
did not lost its relevance yet [§].

The main objective of this paper is to make choice
of a method for computer simulation of the fluctua-
tion processes in the magnetrons for adequate de-
scribing the chaotic behavior of electron flow and the
study of existing regularities between the space charge
spokes form and levels of the spurious oscillations in
the output spectrum of the magnetron.

II. STATEMENT OF THE PROBLEM

For understanding the need of investigation of
the fluctuation processes in the magnetrons we might
study in details the output waveform of the magnetron
and features of its frequency spectrum.

Fig. 1 shows the distributions of instantaneous
values of the RF amplitudes for the ideal (a) and actu-
al (b) the output waveform in the time and frequency
domains.

Asis seen, in case of the actual waveform we have
spurious amplitude and frequency (phase) modula-
tions of the output signal. As a result, at the output
of the magnetron instead of the ideal monochromatic
oscillation

U(t):Um-coswot, (D

where U(f) is the instantaneous RF amplitude; Um
is the voltage of microwave oscillation in the steady
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state operation of the magnetron; , is the oscilla-
tion frequency of the magnetron, we have randomly
modulated oscillation

Ut)=U,,-[1+ ()] cos[wyt +¢(t)] , (2)

where o(?) is the dimensionless coefficient that deter-
mines the instantaneous depth of the chaotic ampli-

t
tude modulation (o) <<1); ()= J Af(t)dr is the
function that determines the variations of the output
signal phase; A f(t) is the instantaneous frequency
deviation.

Time domain

U4 U(ry

=
i
1
-l
I
|
I
I ~
1
-l
)
=]
—
=
=

Frequency domain

S(w) S(®

®, 0] ‘ ®, 0]
c)

Fig. 1. The ideal (a) and actual (b) waveform
output signals and their spectrum (c)
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Analysis of the expression (2) shows that the
availability of amplitude modulation of the output sig-
nal leads to expansion of its spectrum. With increas-
ing complexity of waveform #(r) = I]m -o(t) increas-
es the number of spectral components in the output
spectrum U(f) and its quality deteriorates. Stochastic
fluctuations of the phase in (2) are determined by the
type of dependence ¢(#) (phase noise) and are one of
the criteria for frequency stability of the magnetron.

For determining a spectrum of the output signal
(2) necessary to analyze the waveform #(z). In the
case when the waveform is periodic we can represent
it as a Fourier series

W(1)=Uy+ YU, -sin(kQr+y,), (3)
k=1
where U, is the constant component of the voltage

U, =0); Q= 2771 is the fundamental frequency; Umk

and y, are the amplitude and phase of the k-th har-
monic of the fundamental signal. The set of values

U, is defined as the amplitude spectrum of the out-

put signal.
For spectral decomposition of a non-periodic
waveform #(f) we use a Fourier integral

i(t) = € [ S(w)-e'dw (4)
where n =

1
S(w)= [ i) e’dr . (5)

The value S(w) is the spectral density, and its
absolute value |S(o))| determines the output frequen-
cy spectrum of the magnetron.

The presence of random fluctuations of the volt-
age AU,_ and the phase Ag, of the RF output sig-
nal can be considered as demonstration of the noise
caused by the influence of internal and external desta-
bilizing factors (stochastic fluctuations).

The main sources of the intrinsic destabilizing
factor (noise) in the magnetrons are re-entrant elec-
tron flow with inherent discrete nature of electric
charge and probabilistic nature of electron emission
from the cathode. This causes an appearance of the
fluctuation noise including the shot noise, distribu-
tion noise as well as secondary electron emission
noise. Besides, the stochastic local changes of work
function of cathode material and consequent the
spontaneous modulation of the space charge are the
reasons for electron emission current fluctuations
(flicker noise) and noise associated with the presence
of positive ions in the electron flow near a cathode of
the magnetron [5, 7, 9]. Among external destabilizing
factors affecting the magnetron operation one has to
note the deterministic fluctuations or noise caused by
an influence of magnetron power supply circuits, vi-
brations, temperature changes, etc.

Level of the noise in magnetrons is the result of
composition of all the above mentioned sources of.
For a quantitative assessment and comparative noise

Applied Radio Electronics, 2013, Vol. 12, No. 1

analysis of the noise level we use the dimensionless
parameter as the ratio of signal power to noise power
(signal/noise)

Psi nal Usi nal
SNR(dB)=10-1g| £~ 1=20-1g % . (6)

noise noise

III. RESULTS OF COMPUTER
SIMULATION

The computer simulation of fluctuation proc-
esses in the magnetrons is usually performed using
both analytical methods (see, e.g. [4]) and numeri-
cal methods based on the FTTD technique for an
electromagnetic field simulation and particle-in-cell
(PIC) method for the simulation of electron flow [3].
It should be noted that the computer simulation al-
lows studying the various noise sources. However, the
computational experiment has a significant drawback
that limits its application for studying electron-wave
processes in low field operation. This is because high
level of the so-called “computing noise” inherent in
this approach due to calculation errors of the elec-
trical and magnetic components of electromagnetic
field and the coordinates and velocities of charged
particles as well as value of space-charge field at the
points of discrete space-time grid. Therefore, the use
of computational experiment to study the noise proc-
esses is possible in a case when the level of physical
noise will dominate compared to “computational
noise”. As it is shown in [3], it is possible to analysis
the noise in high-power microwave tubes, such as the
magnetron amplifiers. On the other hand, this ability
is achieved by increasing the accuracy of calculations
and related to the use of computational algorithms
that provide programmable level of the calculation
errors as well as available hardware capabilities of the
computers (for example, carrying out calculations
with double precision).

Fig. 2 shows the results of the computer simula-
tion of the electron bunching and output spectrum for
different operating conditions of the 4J33 magnetron.
These results have been obtained with 2D PIC simu-
lations using the TULIP code created for full-format
and spectral computer simulation of the magnetrons
[10].

As illustrated in Fig. 2, the quality of the output
spectrum of the magnetron is largely dependent on
conditions of its operation. Regularization of mo-
tion of the electron flow associated with decreasing
its turbulence is achieved by choosing the optimal
anode voltage. As a result we have a significant reduc-
tion of the noise level in the output spectrum (Fig. 2,
b). Analysis of kinematic characteristics of the elec-
tron flow shows that in optimal conditions operating
reduces velocities spread of electrons and increases
laminar nature of its motion in area of the electron
spokes relative to the fixed coordinate system. Unfor-
tunately, in the case of the noise process studying via
the computational experiment it is difficult (and in
some cases impossible) to understand and define the
role of specific factors and their effects on a noise level
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Fig. 2. The distribution of space charge and output spectrum of the 4J33 magnetron
at By=0.25T; U,=24,0kV (a)and U, = 28,0 kV (b)

taking into account that all factors are interrelated
and it is not possible unambiguously to determine the
causes of these changes. Therefore, there is a need for
further development of more simple and physically
adequate mathematical models for studying the noise
processes in the magnetrons.

IV. CIRCUITRY MODEL OF MAGNETRON

When studying the fluctuation processes in steady
state mode of the 4J33 magnetron we assumed that
m—mode is the main operating mode for which the
space charge distribution in the interaction space
can be presented as N/2 formed electron spokes.
The general view of the formed electron spokes in
the moving coordinate system is shown in Fig. 2, b.
For analytical calculations of induced current let us
consider a more simple form of the electron spokes
representation in the interaction space.

Fig. 3 shows two electron spokes over one period
of the anode resonant system: 1 denotes the form of
electron spoke that is used for the analytical model of
the magnetron and 2 denotes the electron spoke ob-
tained with the help of the PIC method. The electron
spokes revolve around the cathode and induce current
on the segments of the anode resonant system in ac-
cordance with the Shockley-Ramo theorem. In the
two-dimensional approximation, we obtain that

i(r) = hfp(r,m)ﬁ(r,tp)E (r,9)ds, (7)
S

where E(r,9)= E 7+ E(p@o is the expression for
n—mode field intensity [11]; p=p(r,) is the distribu-
tion of the space charge density; v =V (r,¢) is the dis-
tribution of the velocities in the electron bushing and
spokes of space charge; 4 is the height of the anode
block of the magnetron.
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Inordertodetermine the dependencies p = p(r,p)
and v =V(r,¢) we use the results of numerical simula-
tion of bunching processes of the space charge which
have been described in [12]. These dependencies
(curves 1) and the results of their more simple approx-
imation (curves 2) are shown in Fig. 4.

The expression for the radial distribution of the
space charge density in electron spoke can be written

as
P() =P e, ®)
where
1 I
= . 1 —_em 5 9
* (ra_rc) n[ [a} ®
Pmax 18 the maximal electron flow density near the

cathode (in area of virtual cathode); /,, is the total
current from the cathode, providing a space-charge-

\

Fig. 3. The distribution of space charge and output
spectrum of the 4J33 magnetron at B, =0.25T;
U,=24,0kV (a)and U, =28,0 kV (b)
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Fig. 4. The radial distributions of space charge density and azimuthal velocity of the electron cloud

limited emission regime; /, is the anode current of
the magnetron.

Analysis of the electron flow in the magnetron
shows that in the steady-state operation exist two sta-
ble regions in the flow. These are two region of the
electron bushing: in the first one r, <r <r, , predomi-
nates double-flow state of the electron flow, while
in the second one r, <r<r, the electrons motion is
close to laminar one (quasi-laminar electron flow)
[12]. The results obtained via computer simulation
showed that in the area of the electron bushing linear
azimuthal velocity increases from zero at the r=r, to
(1.1 — 1.3) -v, on the top of the electron bushing at

Ull
r,-By-In(r, /r,)
drift velocity of the electron flow at the anode. In the
area of the electron spokes in the area of r,<r<r,,
as illustrated in Fig. 4, b, predominates quasi-laminar
motion of the electron flow. For this area the azi-
muthal velocity is equal

the r=r,, where v, = is the average

Vo =V, T AV,,

(10)

where Av, is oscillation of the azimuthally velocity
related to radial motion of the electrons.

The expression for the current induced by the one
electron spoke on the segments of the anode resonant
system can be written as

kg
4=

rJ.a J.2 pee E(DdQJdr + (11)

Te _

i(1)=h-Ppay

.

a

2
n

I, 2 _ _

+.[ J. "'{1—008{ (r=r.) }n} e ) 'E@dtl)dr+
ro-n (rh —I’;:)
h +m _rc)

1 {1 co{

In the steady state operation of the magnetron
the current to be induced by the electron spokes on
the anode are periodic sequence of the current pulses,
which can be expanded in Fourier series

~ur=r) L dddr .
(”h o )} n}e 0 r

i(t)=1,+ Y 1,e"%",

n=1

(12)
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where #n is the number of current harmonic; /7, is
the dc component of the induced current (anode cur-

rent); Q, = @ s the angular velocity of rotation of
Y
the electron spokes (condition for re-entrant electron
N . .
flow);y = ) is the propagation constant correspond-

ing m-mode.
The expression for a synchronous harmonics of
the induced current can be written as

1 i . —jnQ,t
ﬂ-_fnz(z)-e ol gt (13)
Fig. 5 shows the equivalent circuit of the magnet-
ron corresponding the excitation of the t-mode. This
equivalent circuit comprises current sources /()
and voltage sources U,(f) and l7ﬂ(t). The number
of the current sources corresponds to the number of

the electron spokes, i.e. — , where N is the number

of the cavities (in our case N = 12). The value of the
current which induces by the current sources [ ()
corresponds to the synchronous harmonic of the in-
duced current (13).

The value 7 (7) can be written as

1,()=1,+Al,(1), (14)

where [, is the value of the induced current corre-
sponding the constant emission current from the cath-
ode; AT » () is the fluctuations of the induced current
associated with influence of oscillatory processes in
the electron flow (shot effect, the phenomenon of the
current distribution and the secondary emission).

As the sources of voltage in Fig. 5 we consider the
source of anode voltage U, (#) and the synchronous
voltage source Un (?) that excites the mode oscillations
in the anode resonant system of the magnetron, i.c.

Ua(t)zUa"-AUa(t)’ (15)
U.(1)=U,, cos[wt +y(t)], (16)

where U, is the constant anode voltage; AU, (¥) is
the anode voltage fluctuations caused by an instabil-

ity of the power supply; U_,(?) is the instantaneous
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amplitude of the m-mode in the steady state of the
magnetron; y(¢) is the parameter determining the
phase shift between the voltage of the m-mode and the
synchronous harmonic of the current (13).

(e}
zm

%3

b

Fig. 5. Equivalent circuit of “hot” magnetron

For determining the values of the capacitances of
the interaction space C,_,(#) and resonators C,(f) we
use the expression for a capacitance of the parallel-
plate capacitor, i.c.

8Z_c (t) ) Sa—c

Cel) =2 0 (7
G =t (1s)

r

where S, is the cross-sectional area of a vane; S,

is the slit area of a resonator; d,_ . =r, —r, is the dis-

tance between the cathode and anode; d, is the dis-
tance between the vanes at the r=r,; r, and r, are

a c

the anode and cathode radiuses; €, “ =€, + Ag; ()

and €, =€, + A€, (¢) is the dielectric constant of the
electron flow in cathode-anode space and between
the vanes; €/ “ and g, is the average values of dielec-
tric constants of the electron flow; A£(¢) is the fluc-
tuations of the dielectric constant of the electron flow
resulting from oscillations in the electron density of
the space charge.

In general, it should be noted that the capaci-
tance values C,_.(f) and C.(#) have a non-linearly
dependence on the anode voltage U,. The nature of
the nonlinearity depends on the state of the electron
flow and distribution of the space charge density in
the space between the cathode and anode.

To convert the equivalent circuit of “hot” mag-
netron to the form convenient for calculations it is
necessary to exclude the magnetic coupling between
the inductances L, of the coupled cavities of the an-

ode resonator system as well as input L’;’ and output

L)' inductances of output linear transformer which
provides matching the anode resonant system with
the output load
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Z

loa

19)

The matching condition of the magnetron is giv-
en by the

d = Rioaa + 71X

oad *

R

it =Re(Z57). (20)
where Z{" is the value of input impedance of the an-
ode resonant system of the magnetron (Fig. 5).

In order to describe the electrical circuit we apply
Kirchhoff’s laws, writing equations for the instanta-
neous values of the induced currents using the mesh-
current method. Consequently, the numerical solu-
tions of the equations we get the complex values of
the instantaneous induced current in the each circuit
of the electrical network.

The instantaneous value of the active power at
the matched load equal

[(nloadz(t) ’ Rload

2 b
where /.., is the instantaneous value of the induced
current in the output circuit of the magnetron to be
found from solution of the set of equations for the
loop currents

P(t)= (21)

V. SUMMARY

A novel approach for investigation of the noise
processes in magnetrons has been proposed. This ap-
proach is based on a combination of numerical and
analytical simulation of deterministic and stochastic
fluctuation processes. The use of numerical methods
(computational experiment) showed that the noise
level depends on the operating conditions of the mag-
netron and decreases for the electron flow available
lower parameter of turbulence (quasi-laminar elec-
tron flow). At the same time the possibility of com-
putational experiment for analyzing an interaction of
the electron flow with lower electromagnetic fields
are limited. This is due to the errors of calculation
that accumulate (“computational noise”) and can
become a cause of the appearance of “non-physical”
effects (e.g., the spurious generation of additional
components in the output spectrum of the magn-
etron). In order to carry out analytical simulation of
the fluctuation processes in the magnetrons proposed
an analytical model based on the equivalent circuits
method. This model allows studying the influence of
fluctuations of electron emission parameters (emis-
sion current density, including a secondary electron
emission), the characteristics of electron flow (co-
ordinates and velocities of electrons, space-charge
density) as well as the parameters of external electric
circuit (power supply voltage and induced external
electromagnetic signals) into the operation mode of
the magnetron (n-mode).
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B naHHOI cTaThe paccMaTpPUBAIOTCSI BOZMOXKHBIE IO -
XOJIbl K MOACTMPOBAHUIO (MIIYKTYallMOHHBIX MPOIIECCOB B
CTallMOHAPHOM peXuMe paboThl MarHeTpOHa Ha OCHOB-
HOM Buje KosiebaHus. [IpyMeHeHre BBIYMCIUTETBHOTO
aKkcrepuMenTa (mporpamma TULIP) mo3Bossier mpoBecTu
CPaBHMTEIbHBIN aHAJIN3 BBIXOIHOTO CITIEKTPAa MarHeTpOHa
U COCTOSTHMSA (Pa30BOM TPYHIIMPOBKU 3JIEKTPOHHOTO 00J1a-
Ka B pa3JIMYHBIX pexkrMax padoTel MarHeTpoHa. Ilokasza-
HO, YTO PETYJISIPU3aLIMS IBVDKEHUS 3JIEKTPOHHOTO TIOTOKA,
CBsI3aHHAs C YMEHBIIEHUEM €T0 TypOyJeHTHOCTH, TIPUBO-
AT K MUHMMU3ALMU YPOBHS IIIyMa B Ivaria3oHe 3Haye-
Huii 10 —60 1B 1Mo OTHOIIEHKIO K YPOBHIO OCHOBHOI'O CUT-
Hana. OmumcaHa MateMaTUveckas MOaeJb MarHeTpoHa Ha
OCHOBE METO/Ia 9KBMBAJIEHTHBIX CXeM JIJIsI OoJiee JeTalb-
HOTO M3YYEeHUST U TOHUMAaHUS BIUSTHUS (DIYKTYallMOHHBIX
TPOIIECCOB B 3JIEKTPOHHOM 00JIaKe Ha KayecTBO CIEKTpa
BBIXOJTHOTO CUTHAJIA.
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MoOJIeTIIOBaHHS (IYKTyalliifHUX MPOLECiB y cTallioHapHO-
MY peXUMi poOOTH MarHeTpOHa Ha OCHOBHOMY BUJIi KOJIH-
BaHHS. 3aCTOCYBaHHSI OOUYMCIIIOBAILHOTO €KCIIEPUMEHTY
(mporpama TULIP) mo3BoJjisie TpoBeCTU IOPiBHSJIbHUIA
aHaJjIi3 BUXiTHOIO CIIeKTpa MarHeTpoHa Ta CTaHy (ha30BO-
TO rpyMyBaHHS €JeKTPOHHOTO MOTOKY B Pi3HUX pexkuMax
po6otu MarHeTpoHa. [lokazaHo, 110 perysspusalist pyxy
€JIEKTPOHHOTO TMOTOKY, TOB’si3aHa 3i 3MEHIIIEHHSIM 1OTo
TypOYJI€HTHOCTI, TIPU3BOAMUTh JI0 MiHiMi3allil piBHS 1IyMy
B Aiama3oHi 3HaueHb 10 —60 1b Mo BiZHOLIEHHIO A0 PiB-
HSI OCHOBHOTO curHayiy. OnucaHo MaTeMaTUyHy MOIeb
MarHeTpoHa Ha OCHOBI METOLY €KBiB&JIEHTHUX CXEM ISl
OiTBIII IETAJTLHOTO BUBYCHHSI Ta PO3YMiHHSI BIUTUBY (DIIyK-
TyaliifHUX TIPOLECIB y €JEKTPOHHOMY MOTOIli Ha SIKiCTh
CMeKTpa BUXiTHOTO CUTHATY.

Kniouosi caosa: MarHeTpOH, MOJENIOBAHHS, IIYMH,
konmBaHHs, PIC meTtomy, MeTomy JaHIIOra, BUXiTHMI
CITEeKTP.
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SIGNAL PROCESSING IN NOISE RADAR

UDC 621.396.96:551.501.815

ON METHODS FOR ESTIMATION OF RANDOM PROCESSES SPECTRA
D. I. LEKHOVYTSKIY, D. S. RACHKOV, A. V. SEMENIAKA, AND D. V. ATAMANSKIY

We analyze the quality of reproduction of random processes’ continuous energy spectra by classical
nonparametric (periodogram and correlogram) spectral estimation (SE) methods based on Fourier
transform and by modern (parametric) SE methods. The unified approach to their synthesis is proposed.
In its framework, along with the known methods the new ones with practically useful features are obtained.
The well-known and new quality criteria of continuous spectra reproduction are discussed. On these criteria,
we compare the “extreme” capabilities of classical and parametric SE methods under hypothetic conditions
of exactly known covariance matrix (CM) of analyzed mixture consisting of Gaussian random process and
internal receiver noise. These methods’ statistical characteristics in real “adaptive” situation, when different
CM estimates formed on finite-size training sample are used instead of a priori unknown CM, are also
compared. The rational ways of practical implementation of perspective parametric SE methods on the basis

of adaptive lattice filters are proven.

Keywords: continuous energy spectrum, statistical analysis, accuracy of spectral estimation, integral criterion,

adaptive lattice filter.

1. INTRODUCTION

Estimation of random processes’ power spectral
density (energy spectrum) is one of the major tasks of
various informational (first of all, radio engineering)
systems. The information derived from the spectra is
used for determination of properties and parameters
of these processes’ sources, diagnosis and forecast of
their state, detection and coordinates measurement,
protection from the interference, recognition etc. In
this connection, in the literature of the last several
decades, the huge attention is paid to the development
and improvement of methods for spectral estimation
(SE) of random processes with different physical na-
ture. Such a development was intensively stimulated
by the rapid progress of digital computing machinery.
Intensive research held in many countries has resulted
in today’s arsenal of SE methods being substantially
wider as compared with classical periodogram (cor-
relogram) discrete-Fourier-transform-based (DFT-
FFT) methods, which appeared as far back as the early
twentieth century. The new methods were developed
to solve “different spectral analysis problems, corre-
sponding to different kinds of prior information about
the phenomenon being observed, different kinds of
data, different kinds of perturbing noise, and different
objectives. It is, therefore, quite meaningless to pass
judgment on the merits of any proposed method un-
less one specifies clearly: “In what class of problems is
this method intended to be used?” [1]”.

This paper considers the problems of reproduc-
tion of continuous spectra of random processes with
different nature, particularly, corresponding to re-
flections from meteorological formations (MF) and
clutter from ground objects in pulse Doppler weather
radars (PDWR), geophysical, speech, medical and
other signals. Such processes have specific peculi-
arities as compared to the processes with discrete
spectra. In this connection, quasi-harmonic spectral
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analysis methods based on fundamentally discrete na-
ture of analyzed spectra (particularly, widely-known
“eigen-structural” methods like MUSIC) could be
non-applicable for their SE.

It is planned to take up a number of important
theoretical and practical questions of SE of processes
with continuous power spectra, namely: generalized
spectrum analyzers, whose structure includes the
majority of well-known SE methods, their common
properties and peculiarities; test autoregressive (AR)
models being used for comparative evaluation of vari-
ous SE methods; unified approach to the synthesis of
different AR-parametric SE methods, which allows to
obtain both practically useful modifications of known
methods and their new variants with improved char-
acteristics; well-known and new SE quality criteria
taking into account the specificity of continuous spec-
tra of analyzed input signals; numerical evaluation
and comparison of “extreme” capabilities of classical
“nonparametric” and “parametric” SE methods on
considered integral criteria under hypothetical con-
ditions with exactly known covariance matrix (CM)
of analyzed mixture of receiver noise and external
AR-processes of different order; methodology and
numerical results of analytical and experimental in-
vestigation and comparison of statistical characteris-
tics of classical and “parametric” SE methods under
real “adaptive” situation, when the different-kind
CM estimates formed on finite-size training samples
are used instead of a prioriunknown CM; gains in SE
quality, which could be achieved at the expense of tak-
ing into account the CM specificity, which is caused,
particularly, by the specificity of sounding principle
being used in PDWR; rational ways of practical im-
plementation of prospective “parametric” SE meth-
ods on unified basis of adaptive lattice filters (ALF);
practical recommendations on choice, construction
and improvement of SE systems for processes with
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continuous power spectra, particularly, for estima-
tion of weather echoes spectra in PDWR.

2. GENERALIZED ANALYZERS
OF RANDOM PROCESSES SPECTRA

A. Fig. 1 shows two kinds of generalized spec-
trum analyzer (GSA) for the random vector (burst)
u={u} ), with MxM CM ®=u-u" being a priori
unknown. In this paper, the bar and asterisk are sym-

bols of statistical averaging and Hermitian conjuga-
tion, respectively.

o E0) = Plo)
u ; X ' > |.|2 —>
- o
e
(@
T —_— S(f)
X(f):|'=> X : > |.|—2/(n+l) >

Fig. 1. Generalized spectrum analyzers

Elements of the analyzed vector (burst) u could
correspond to complex amplitudes of signals at an
output of receiving channels spaced in space or (and)
in time. To be specific, we use “time” interpretation
here. A generalization on “space” (“space-time”) one
is quite obvious albeit has specific peculiarities.

B. In the first GSA (Fig. 1a), the analyzed vector
uis transformed in a linear filter with impulse response
(IR) r(9)={r,} ", . Next, vector u spectrum s(g) in
specified frequency band ¢ e (@, ¢pnay ) is Obtained
in a process of filter’s IR reconfiguration in this band,

and identified with an estimate P(¢) of power

P(0)=(9)[ =1 (0)- @ r(p) (1)

of linear filter output signal

M
&(0)=r"(0) u=37 ()1 2)
(=1
Such a procedure completely corresponds to the
definition of “spectrum” as a function which describes
the power distribution on frequencies [2, 3].
The second GSA (Fig. 1b) is based on the well-
known connection [4, 5] of the spectrum

Sout (f)=s(f)~kp (f) )
at linear filter output with the spectrum s(f) at its in-
put. Here

Ko (F)=|x" ()¢ 4
is the squared absolute value of filter’s frequency
response (energy frequency response (EFR)), and
x(f)={x,(f)} /2, is M-variate vector consisting of
samples of complex harmonic with the frequency f.

Applied Radio Electronics, 2013, Vol. 12, No. 1

These samples are taken at time moments determined
by time intervals between pulses of sounding signal
burst.

In this case, for the output spectrum of a kind

Soe ()=1/5"(f), n=0 5
the sought input spectrum
s(£)=1/ky ()" (6)

is completely determined by the EFR (4) of filter
which performs transform (5).
Particularly, forn=0and n=1

s(f)=1/k,(f) and s(f)=1/k,())"*. (7
The first situation (n=0) corresponds to the whit-
ening filter with EFR

kp(f)=1/s(f), (8a)
which transforms nonuniform, in general case, spec-
trum s(f) to the uniformspectrum s, (f)=1 of white

noise. The second situation (n=1) corresponds to the
inverse filter with EFR

kp(f)=1/s2(f), (8b)
which transforms an input process with spectrum s(f)
toan output process with the spectrum s,,,, (f)=1/s(f)
being inverse to the input one.

C. The procedure of Fig. la includes classi-
cal periodogram (correlogram) SE methods, which
are referred to as nonparametric [4, 5]. The last term
means that these methods do not use any a prioriinfor-
mation about functional form of sought spectrum or,
equivalently, about structure and parameters of form-
ing filter for input process. Formally, due to this fact
filter’s (Fig. 1a) IR r=r(¢) does not depend on these
parameters concentrated in the CM @ = { ¢ij} %‘:1
elements.

As contrasted to this, SE methods, which could
be included to the procedure of Fig. 1b, are usually
referred to as parametric [4, 5]. This is caused by the
fact that here one postulates a structure of input proc-
ess’ forming filter (FF). The structure determines a
functional form of this process spectrum, which de-
pends on a finite-dimensional vector of the FF pa-
rameters. In this case, the main stage of SE is to find
these parameters’ estimates, which are concentrated

in elements of the estimate @ = {&)y} ﬁlj:l of process’
CM ®. Based on its key elements (parameters) the

A

estimate f':r((l)) og IR r=r(®) and the estimate

1;p (f)=[x" (f)r(d))‘ of EFR k,(f) (4) are calcu-
lated. These estimates are used in the second-kind
GSA (Fig. 1b) to form the spectrum s(f) (6) estimate

§(0)=slr.®) =1/ &, (£)" .

In the both procedures of Fig. 1, the scalar prod-
ucts in (2), (4) could be calculated by identical linear
filters, for example, classical transversal filter (Fig. 2)
based on tapped-delay line with coefficients, which
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determine the elements 7, of filter’s IR r={r,} }, of
size M. Other structures, being more suitable under
real “adaptive” situation, are considered further.

Fig. 2. Linear transversal filter

D. Many kinds of parametric SE methods are
known [4, 5]. They were synthesized using various
criteria, approaches and assumptions, what often do
not allow to compare advantages and drawbacks of
methods. Based on Fig. 1 GSAs, a unified methodol-
ogy is proven below. In its framework, one can derive
well-known parametric SE methods as well as their
modifications and new kinds with practically useful
properties. Their common basis is a representation of
analyzed process as a stationary discrete autoregres-
sive (AR) process of integer order p>1 [3 — 5]. In this
connection, these methods are hereinafter referred to
as AR-parametric.

Input process samples are supposed to be spaced
by intervals, which determine time intervals between
the taps of taped-delay line of filter in Fig. 2. These
intervals are supposed to be constant and equal to
T. Therefore, in (1) — (8) and further, fand ¢ have a
sense of normalized (dimensionless) frequencies con-
nected with true frequency f by the equalities f = f-T
and ¢=f-T. Considered spectra are periodical with
unit period on such normalized frequency axis. This
allows to limit oneself with their analysis in the inter-
val @, f e (—0.5, 0.5). The effects connected with dif-
ferences (staggering) of pulse repetition intervals are
subject for special analysis.

3. AR-PARAMETRIC METHODS
FOR SPECTRAL ESTIMATION

A. Let samples y, of stationary discrete AR-proc-
essoforder p>1 (hereinafter, forshort, AR-p process)

have zero mean Z =0 and unit variance (power)
o) =V V=0, =1, k=0,+1,+2, .. )

Based on the definition of AR-p process [3 — 5],
they satisfy the differential equation (recurrent rela-
tion)

»
Vi :§k+z¢i~yk4, k=0,£1,%£2,... (10)
i=1

with parameters vector ={¢,} 7, . Here,

* lk:£
~CN(0,C), & &, =C-8;, 8, =1 11
& ~CN(0.C), & -8 =C-3y, By {O’kﬁ (11)

are independent samples of complex normal station-
ary white noise with zero mean and variance C, which
ensure a fulfillment of normalization (9).
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Fig. 3 shows the scheme of forming filter for
AR-p process; the scheme corresponds to (10). When
the elements of complex, in the general case, vec-
tor of parameters ¢={¢,}”, are properly chosen,
this filter can form processes with continuous n< p-
modal spectra with arbitrary width, speed of roll-off,
and location of modes on normalized frequency axis
fe(-0.5,0.5). These parameters have clear physical
meaning and completely define the spectrum and
CM of formed process. Parametric SE methods being
considered below significantly use this fact.

Fig. 3. Forming filter for AR-p process

B. As it follows from the definition (10), for a set
of p+1 adjacent samples of AR-p process following
equality is true

P
Ve= D0 Vi =a oy, =&, a ={a;}
ki§1¢k = e 1)
oy =1 o=~ ¥ ={Vi} o

Equation (12) can be realized, particularly, by a
transversal filter shown in Fig. 4. This filter input sig-
nals are samples of AR-p process with parameters ¢,
(ie€l,p), and its output signals are samples &, (11) of
stationary white noise. Therefore, the Fig. 4 filter with
the IRo (12) of size p+1 is a whitening filter for AR-p

process with parameters ¢, (i1, p). By virtue of (4),
(8a), its EFR

* 2
kp (f): o X, (f)| :C/S(f)
defines a spectrum s(f) of input process.

13)

Fig. 4. Whitening filter for AR-p process

Hereinafter, x, (f)={x,(f)}/, denotes a vector
consisting of L< M adjacent components of vector
x(F)={x, ()} 24 -

C. The essence of IR o follows from the equa-
tion

oYY =6 Vi (14a)
obtained by a multiplication from the right of both

parts of (12) on ( P+ 1)—Variate row yz and subsequent
statistical averaging. Since the input process is sta-
tionary one and intervals between samples are equal,
its (p+1)x(p+1) normalized CM

Applied Radio Electronics, 2013, Vol. 12, No. 1
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+1
p(p ) {py}zj] yk yka
p,.i:csyzl, iel,p+1

(14b)

is Toeplitz [6] one and does not depend on ., and the
row-vector in the right part of (14a)

&y =Coe", (140)

where e('”
|

m*

isthe ¢th column of mxm identity matrix

The last equality follows from that all the com-

ponents of vector y, , except the first one, are formed
by “preceding” noise samples §,, ¢ <k, being uncor-
related with the kth noise sample, which has the vari-

ance C and enters to the first component of vector y, .
That is why, a solution of equation (14a) is the vector

a =C-e(p+l)

C=1 / m(p ),
It is proportional to the first row of the matrix

olr) ={w(p+l)}f;i1 :(p(ml))—l’

ij
being inverse to the CM (14b), with the coefficient C
(14d) obtained from the equality o, =1 (12).

D. The Fig. 4 filter with IR (14d), being propor-

tional to the first row Q(lp " of matrix (14e), defines
the spectrum (5) with parameter n=0. For M>p it is
also defined by the first row of M x M matrix

a-fo )L,

(p+l) (p+l)
=C-0 (14d)

(14e)

|
[ (15)
pP= {plj}ljl yy, y= {yé}ﬁl
Other rows of this matrix or this matrix powers
define the spectra (5) with parameter n>0. Choosing
them as an IR leads to respective variants of Fig. 1b
GSA and AR-parametric SE methods on their basis.
E. These methods can be derived in following
way. Due to a fact that matrix Q is Hermitian posi-
tively definite (h.p.d.), it is true Cholesky representa-
tion [6]
nn =Q=h"-h (16a)
of this matrix as a product of triangular multipliers

n={m s = {0
ny=hy =0, j>i5 m; >0, ;> 0.

When, in addition, M x M h.p.d. Toeplitz ma-
trix p= { p,j} %=1 (15) isa CM of AR-p< M process, the
representation (16) is transformed to the form [3]

n,-n,=Q,=h,-h,, (17)
where h, and n, are lower triangular band [6, 7]
M x M matrices with band width zz=p+1 and

real positive diagonal elements, and Q, is h.p.d. band
M x M matrix with band width z=2-p+1 (Fig. ).

(16b)

* *
0 (= Qbo =[ hy 0
n, 0 0 0 hy

Fig. 5. Cholesky factorization of h.p.d. matrix Q,
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The connection between matrices Q, (17) and p
(15) is described in details in [3, 8]. Particularly, it is
shown that for h.p.d. Toeplitz matrix p matrix Q, is
h.p.d. persymmetrical, i.e. satisfies the equality [7]

Qb:H'QbT =1I-Q, -1, n=n"-=m' (18)

and coincides with a result of its “rotation” with re-
spect to the secondary diagonal.

Here, II is symmetrical orthogonal permutation
matrix with units occupying its secondary diagonal
and zeros occupying other positions, superscripts
(=) and (7) are symbols of complex conjugation and
transposition, respectively.

The consequent from (18) are the equalities

h,=II-n] -TI, n,=II-h] -1, (19)

which mean that matrix h, (n,) coincides with a re-
sult of matrix n, (h,) “rotation” with respect to its
secondary diagonal. In this connection, matrix h,
defines unambiguously all matrices in (17).

The “genesis” of many known [4, 5] and new
parametric SE methods is explained by rigorously
proven in [9] properties of matrices (17). These prop-
erties can be formulated as follows.

1. The lower triangular corner (p+1)x(p+1)
submatrix of matrix h, is the lower triangular multi-
plier h”*) of matrix (14¢)

oo

2. All the rows located within a band of width
(p+1) are identical and coincide with the last row of
corner submatrix h'”*).

3. This last row coincides with the IR of whiten-
ing filter for AR-p< M process.

This can be verified, using persymmetry of CM
pl7 ) —I1.p»*)" .11, which allows to rewrite the
equation (14a) in the form

b 1 1
B .p(p+ =C- epp:l) 5

Q(p+l) _ h(p+1)* .h(p+]) :(p(p+1))

(21)
B ={p,} ) =a” M=C-e . Q"
The EFR of filer with IR Bx equals to
% 2 2
k. (f)=|B - f f)| =
D( ) | [’*1( )| ) P+1( )| : (22)
_ a* .e,j'2<n<fA(p+2) 'Xerl (f)| _ * . ol (f)| ’

i.e. coincides with (13). Therefore, Fig. 6 filter with
IR B is also the whitening one.

Yk Vi1 Vi—p+

+
vEL

Fig. 6. Whitening filter for AR-p process

By virtue of (20), its IR is associated by equality
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B’ :C-e(”“)* P () 2

(23)
_Caa A
with (p+1)-variate last row h;”f]l) —{h/(””)}{f*ll of

lower triangular matrix h”*Y. Due to persymmetry of
the matrix Q") (20), (14e)

hl()lrlrl) m(l)p++11p+l - \/('0 YIHI) :1/\/6’

and, therefore, the last row of matrix h(7*) equals

24)

pp++11 =1/JC - =+C- el p+l) o). (25)
The filter with the IR (25) has the EFR
2
(1) =[h3" x, (D) =1/s(F),  (260)

what proves the property 3 of the matrix h, (17).
By virtue of this property and property 2,
|p(0)| =1/s(f), tep+l,M,  (26b)
where p,(f), ¢el,M isthe ¢thelement of vector
p(D)={p, (0} X =hox(f).  (260)
Thereby, the filter with M x M matrix impulse
response (MIR) h=h, (17) contains M — p whiten-
ing filters of size (p+1) (Fig. 6) for AR-p< M proc-
ess. The IRs of these filters are equal to the rows h;, of
matrix h withnumbers ¢ e p+1, M. Considered situa-
tion is equivalent to that, when a single ( p+ 1)—Variate
filter is available, which processes whole M-element

burst in a “sliding window” mode.
Analogously, by virtue of (19),

lg,(0)]" =1/s(f), ¢eLM-p,  (26d)
where ¢,(f), ¢e1,M isthe ¢th element of vector
q(f)={q,(F)} L, =n"-x(f). (26¢)
F. The properties 1 — 3 of the matrix h, define
also the important properties of band matrix Q, (17)
(Fig. 5). They consist in following [9].
1. The first (Q;,) and the last (Q2,,,) rows of ma-

trix Q, are proportional to IRs of whitening filters with
EFR

f):|Qzl-x (f |2=|QZM-X f |2:c/s(f), 27)

c=ol), —co“ ) =1/C.

2. The rows mm@:{wl,%,}f”” tel,M-2-p of
matrix Q, (17) from the (p+1)st to (M — p)th inclu-
sive, being located within the band of width (2 p+l1),
are identical:

oo K 2-p+1
(Dp+l _mp+1 _{mp+l,i}i:1 >

3. These rows coincide with IR of inverse filter

tel,M-2-p. (28)

with EFR
* 2
K (F)=|@)., %5, (D) =1/5°(F).  (292)
By virtue of this property and property 2,
r ()" =1/s3(f), tep+l,M-p,  (29b)

where 7,(f), ¢e1,M isthe ¢thelement of vector
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r(f)={r ()} =Q-x(f). (29¢)

This result is quite natural, because transition
from MIR h, to MIR Q,=h,-h, is equivalent to
consecutive connection of Fig. 6 filters and so to mul-
tiplication of their equal EFRs (26a). This effect leads
also to consecutive connection of two filters, shown in
Fig. 4, with (p+ 1) -variate IRs, which are the nonzero
elements of the first row of upper triangular matrix nz
(Fig. 5).

The effect of spectrum inversion could be
achieved also by consecutive connection of whitening
filters shown in Fig. 4 and Fig. 6. It results from ap-
plication of connections (19) in (17).

Thereby, the filter with M xM MIR Q, (17)
contains two whitening filters for AR -p < M process-
eswith (p+1)-variate IRs Q;, and Q;,,, and M -2-p
inverse filters for AR-p<(M —1)/2 processes with
(2- p+1)-variate IRs (28). When M >2-p+1, the
rest rows of matrix Q, have a sense of IRs of “over-
whitening” (“sub-inverse”) filters with EFR

| ~1/sy
1<y<2, ZeZ,p, ZeM—p+1,M—1.

Such EFRs belong to two consecutively connect-
ed filters of Fig. 4 or (and) Fig. 6, such that the size zz
of one of them is less than p+1.

It is obvious, that increasing further the number
of whitening or inverse filters one can obtain EFRs of
kind (8), which are inversely proportional to arbitrary
power of input process spectrum.

G. The foregoing consideration allows to dis-
close from unified positions the essence of majority of
known parametric non-eigenstructural SE methods,
which were synthesized previously based on various
approaches, to prove their correction caused by the
specificity of problems of continuous spectra repro-
duction, and to propose new modifications with prac-
tically useful properties.

For all the diversity of spectral functions (SF) of
SE methods under consideration, their common fea-
ture is a combining of squared absolute values of ele-
ments of the vectors

p(f)={p: (F)} L =h-x(F),
a(f)={q, ()} 5 =n"-x(f),

£(f)={r (1)} £, = x(1).

The way of combination distinguishes one meth-
od from the other. At stages of disclosure of these
combinations’ essence, their correction and rationale
of new variants, we suppose, without special reserva-
tions, that for respective elements of these vectors the
equalities (26b), (26d), (29b) are true. The real dis-
tinctions from them belong to the mismatch factors
of filter and input process. Their impact is analyzed
separately.

H. For all the SE methods under consideration,

a basic method is the “linear prediction” (LP) one
[1, 4, 5] with SF

_|,~/

(30)

(€19
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sip(f)=1/|r(f)|, ¢=[(M~+1)/2].  (32a)
Two kinds of LP method have SFs

2 2
SME1 (f)szM/|rM (f)| and Sy, (f)=°)11/|’i (f)| )
and are referred to as “maximum entropy” (ME) Burg
method.
Since 1y, (f)=you Py (), f)=yoy, ¢ (f)
these SFs could be rewritten in more simple form

£)=1/]pu (F) f)=1/la(n)]". (320

The essence of SFs (32a), (32b) is obvious. In
accordance with properties (26), (29), they represent
the input process spectrum, being formed by Fig. 1b

GSA with different IRs — the central (£ = [(M +1)/ 2] )
row of matrix Q, and “edge” ({=M, ¢£=1) rows of
matrices hand n* (16).

Note, that, in quasi-harmonic SE problems, more
computationally simple square of SF s, ;, (f) (32a) is
usually understood as the SF of LP method [5]. Such a
representation increases a contrast between the peaks
in analyzed spectrum of harmonics and, therefore, is
completely permissible in these problems. However,
it is unacceptable in problem of reproduction of con-
tinuous spectra of reflections from MF, because it po-
tentially corresponds not to the spectrum, but to the
square of sought input process spectrum.

Now, let’s consider the combinations of basic
SFs. The best known is the “minimum variance” (MYV)
Capon method [4, 5] with SF

swv ()= M/(x" (F)-Q-x(f)),

which, due to (16), (26), is representable as [10, 11]

0= & 101" -
=[%mi | Gar 1 (f)|2]_l

The denominators of these SFs are the arithme-
tic mean of EFRs of filters with IRs, which equal to
all rows of triangular matrices h and n*. Thereby, the
EFRs of whitening (me p+1, M) filters as well as
EFRs of “sub-whitening” (m <1, p ) ones are averaged
here. In this connection, SF (32c) differs from the
spectrum of input process and therefore reproduces
it potentially worse than previous SFs. However, this
does not mean that such relation between these SFs
will remain in “adaptive” situation.

It is true also for “thermal noise” (TN) method

with SF
son (F)=M/(x(F)- @2 x(F)),

whose variants for continuous spectra reproduction
are

2
S ( | , Swea (

(32¢)

sTN,(f):( %.fhm(f)fJ . (32d)
S0 -
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(32e)

The first of them contains in its denominator the
square root from arithmetic mean of EFRs of filters
with IRs, which are equal to all rows of matrix Q. Since,
in this case, the EFRs of inverse (mep+1, M —p),
“sub-inverse” (me2,p, meM-p+1, M -1) and
whitening (m=1, m=M) filters are averaged, the
radical expression differs from inverse filter EFR, and
its square root differs from whitening filter EFR. Due
to this fact, the SF (32d) potentially will reproduce
input spectrum worse than SFs (32a), (32b).

The denominator of the second SF (32¢), being
the arithmetic mean of EFRs of “sub-whitening” and
whitening (me p+1, M — p) filters, potentially will
reproduce input spectrum worse than the basic SFs.

For the SF of Borgiotti — Lagunas (BL) method
N x (f)-Q-x(f) sy (f)
SBL ( ) == 2 = '’

following representations are allowable

M 2 M 2

2| (O 22 (F)

s (F) =" 5 - m/a=41 5
ROF X[m0

m=1

Here, accurate within factor M, the numerator is
a rough approximation of whitening filter EFR (being
inverse to input process spectrum), and the denomi-
nator is a rough approximation of inverse filter EFR.
Therefore, the whole fraction also approximates a
sought spectrum, but with a quality being potentially
inferior to the quality of basic SFs.

Higher quality could be potentially expected
from the “modified Capon’s algorithm” (MCA) [10,
11] with SF

(32f)

<|L

sip(f
)
1< S 2 (32g)
Rl S
) 2
"'(M+1)/2 (f)‘ "'(M+1)/2 (f)‘

whose numerator approximates the whitening filter
EFR (being inverse to input process spectrum) with
the same accuracy as the numerator of SF (32f) of BL
method provides; at the same time, the denominator
here theoretically exactly coincides with the inverse
filter EFR (being inverse to square of this spectrum).

I. The SFs of parametric SE methods are not
limited to cited above ones. Their names reflect the
variety of approaches, based on which each method
could be synthesized and interpreted. This could be
clearly observed in many literary sources, where the
same SFs are synthesized in different ways, have vari-
ous names and interpretations.

Above, the approach is developed, which is based
on purposeful taking into account of connections be-
tween sought spectrum of input process and IRs being
the rows of CM-inverse matrix or its triangular multipli-
ers. This approach does not contradict in any way with
the known approaches, but supplements them, enables
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uniform and quite simple explanation of properties of
various SFs, and, what is more important, allows to
“see” practically useful modifications of these SFs.

Particularly, one can attribute to them the “in-
termediate” SFs[11]

M,
St (F) =———— M =M-(1-7)+1, (32h)
Pn
2 len(0)
M
sth(f)_ M ¢ )
Z |Gar1m (F)| (32i)
M, = M(l— 1)+1,
1
SmtS(f): 5

1 end 2
\/Ne.m;beg |rm (f)|

begz{r'MTH} end =M —beg +1, (32))

N, =end—beg+1.

Here, M, and N, are the numbers of accumu-
lated elements of vectors (31). Their values are regu-
lated by the “factors of burst size utilization”

yel/M,1 162/(M+1),1. (33)

Forminimumvalues  =1/M and t=2/(M +1),
M,=N,=M,sothe SFs (32h), (32i) are transformed
to SF (32c) of MV Capon method, and the SF (32j)
is transformed to SF (32d) of TN method. For maxi-
mum values y=t=1, M,=1 and N, =2 (1) foreven
(odd) M values. In this case, SFs (32h), (32i) are
transformed to SF (32b) of ME Burg method, and the
SF (32j) is transformed to SF (32a) of LP method.

The “intermediate” variants of SFs (32¢) — (32g)
could be constructed in the same way.

The essence of “intermediate” SFs consists in
increasing of relative part of “homogeneous” EFRs,
which form the resultant spectrum. At this expense, one
can expect higher “extreme” possibilities of SE than
at maximum number of summable “heterogeneous”
EFRs, and lower, than at minimum number of these
EFRs, level of fluctuations in “adaptive” situation.

J. The assumptions about input process, which
are used to synthesize considered known and new
parametric SE methods, are fulfilled in practice with
one or another accuracy only. Particularly, the proc-
ess of main interest is always observed in a mixture
with receiver noise. Such a mixture is not the AR-
process, even when external process is AR one. The
a priori unknown order p of AR-process could exceed
the size M of whitening or inverse filter, what will ad-
ditionally increase the SE errors. Under real condi-
tions of a priori uncertainty, the errors of spectrum
reproduction will be much higher due to the errors
of estimation of input process’ parameters, which are
caused by the finite size of training sample, being used
for the estimation. Therefore the level of practical ac-
ceptability of SE methods will essentially depend on
their sensitivity to the impact of listed and a number
of other factors typical for real conditions.

and
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CONCLUSIONS

1. The known and new parametric spectral estima-
tion (SE) methods have spectral functions (SF) being
inversely proportional to respective degrees of energy
frequency responses (EFR) of whitening (inverse) filters
or to different-kind combinations of such an EFRs.

2. Linear whitening and inverse filters for order
p=1 autoregressive processes, which approximate
the reflections from meteorological formations (MF),
have impulse responses (IR), which are determined
by respective rows (columns) of matrix Q, being in-
verse to covariance matrix (CM) of M-variate vec-
tor consisting of MF samples, or by rows of matrix Q
Cholesky multipliers. If IRs of filters of size M>p are
proportional to the (p+ 1)st ... Mth (1 st... (M-p)th)
rows of lower (upper) right triangular multiplier of
matrix Q, then such a filters “whiten” input process’
spectrum. If IRs of filters of size M >2- p are propor-
tional to the first or the last rows of matrix Q, then
such a filters “whiten” input process’ spectrum also.
Moreover, if IRs of filters of size M >2-p are pro-
portional to the (p+ 1)st... (M-p)th rows of matrix
Q. then such a filters “invert” input process’ spec-
trum. When filter size is another or when other rows
of considered matrices are used as the filter’s impulse
response, then a resultant filter “quasi-whitens” or
“over-whitens” (“sub-inverts”) MF spectrum.

3. Transforming a vector, whose elements are
samples of complex harmonic of analyzed frequency,
in a whitening or inverse filter with matrix impulse
response (MIR), being proportional to triangular
Cholesky multiplier of CM-inverse matrix or this in-
verse matrix in whole, and combining squared abso-
lute values of elements of the transformed vector, one
can obtain spectral functions for different parametric
SE methods. The distinction between these methods
is captured by a way, in what the elements of vector of
filter’s output signal are combined. Particularly, aver-
aging all the components of vector of whitening filter
output signals, one can obtain the SF of “minimum
variance” Capon method. Using only the last compo-
nent of this vector, one can obtain the SF of “maxi-
mum entropy” Burg method.

4. The filter reproduces practically precisely an
input process spectrum, when their parameters are
fully matched. In practice, the parameters mismatch
isinevitable. It could be caused by the unconformity of
filter size M and order p of its input signal, internal re-
ceiver noise, and errors in estimation of parameters of
input signals’ CM. The filters, which imply spectrum
inversion, are the most sensitive to the mismatches of
the first two kinds. It is planned to prepare a separate
publication devoted to investigation of impact of mis-
matches of the most important kind, namely, errors
of filter parameters estimation caused by finite size of
training sample available for this purpose.
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O MeToJax OIEHWBAHMS CIEKTPOB CJIYYadHBIX MpPO-
neccoB / JI.U. JlexoBuukuii, JI.C. PaukoB, A.B. Ceme-
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AHaIM3MpyeTcsl KAYeCTBO BOCIPOU3BEICHUST HEIpe-
PBIBHBIX 3HEPTeTUYECKUX CIIEKTPOB CIyYailHBIX MPOILIeC-
COB KJIaCCMYECKMMHU HemapaMeTpuyecKuMM (Tepuojio-
IrpaMMHBIMM, KOPPEJIOrpaMMHBIMHI) METOIAMHM Ha OCHOBE
npeobpasoBanusi Dypbe U COBpeMeHHBIMU (ITapaMeTpU-
YeCKMMU) MeTolaMu crieKTpajibHoro otieHuBaHus (CO).
IMpennaraercst eqUHBINA TOAXOM K UX CUHTE3y, B paMKax
KOTOPOTO Hapsily ¢ U3BECTHBIMHU TTOJIy4arOTCsl HOBbIE Me-
TOJIbI C MPAKTUUECKHU TMOJIe3HBIMU cBoiicTBaMu. OOCyk1a-
I0TCST U3BECTHBIN 1 HOBBII KPUTEPHU KaueCTBa BOCITPOU3-
BeJICHUsI HETPEPBIBHBIX CIIEKTPOB. [10 3TUM KpuTepusim
CPaBHMBAIOTCS «IIpeleIbHbIE» BO3MOXHOCTU KJIacCUYe-
CKUX 1 TapaMeTpruieckux MeTooB CO B TMITOTETUYECKUX
YCJIOBUSIX TOYHO M3BECTHOW KOPPEJSIIMOHHON MaTpUIIbl
(KM) aHanu3upyeMoii CMecH TaycCOBOTO Cly4yailHOro
rpoliecca U COOCTBEHHOTO IlIymMa MTPUEeMHHUKAa, a TaKXkKe UX
CTATUCTUUYECKUE XapaKTePUCTUKU B PEalIbHOM «alarTHB-
HO» CUTyallMU UCIIOJb30BAaHUSI BMECTO aripuopu HEeU3-
BecTHOI KM ee o11eHOK pa3imyHOoro Buaa, GopMupyemMbix
o o0yyYaroluM BeI0OpKaM KOHEYHOro oobema. O00CHO-
BBIBAIOTCSI pallMOHAJIbHbIE CITOCOOBI MPAKTUUYECKOW pea-
JIM3ALUK TIEPCTIEKTUBHBIX TTapaMeTprudecknx MetonoB CO
Ha OCHOBE aIalITUBHBIX PeIIeTYaThiX GUIBTPOB (APD).

Kntouesvie cnosa: HeNpepBbIBHBIA DHEPreTUYCCKUIA
CMEKTp, CTAaTUCTUYECKUII aHAJIN3, TOUYHOCTh OLIEHUBAHUSI
CIIeKTpa, MHTETPAJIbHBIN KPUTEPHUIA, alalITUBHBIN peleT-
YyaThlit GUIBTP.

Wan. 6. Bubauorp.: 11 Ha3s.
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AHaJi3yeThCSl SKICTh BiITBOPEHHSI HEIMEePEePBHUX
€HEPreTUYHMX CIIEKTPIiB BUMNALKOBMX IPOLECIB KJacuy-
HUMU HeMapaMeTpUYHUMU (TepiogorpaMHUMU, KOPEJIo-
rpaMHUMHM) METOJaMK Ha OCHOBi mepeTBopeHHs1s Pyp’e
Ta CydyacHUMU (rapaMeTpUuIYHUMM) METOAMU CITEKTPasib-
Horo ouiHioBaHHS (CO). [TponoHy€EThCST €AMHUI MimXim
JIO iXHBOTO CUHTE3Y, B paMKax SIKOro Mopsij i3 BiTOMUMU
OTpMMaHi HOBi METOJM 3 MPAKTUYHO KOPUCHUMU Biac-
TUBOCTSIMU. OOrOBOPIOIOTLCSI BiTOMUI i HOBUIT KpUTepii
SIKOCTi BIiITBOPEHHSI HEIMEpPEepPBHUX CIIEKTPiB. 3a LMMU
KPUTEPISIMU IMOPIiBHIOIOTHCS «TPAHUYHI» MOXIIMBOCTI KJ1a-
cuuHuUX i mapameTpudHux MetodiB CO B TimOTeTUYHUX
YMOBax TOYHO BimoMmoi KopeJsiiiiHoi matpulli (KM) cy-
Millli FayCOBOTO BUIIaIKOBOTO TIPOLIECY Ta BIIACHOTO LIIyMY
npuiimMaya, a TaKOX IXHi CTaTUCTUYHI XapaKTepUCTUKHU B
peayIbHIll «agalTUBHIi» cUTyallii BUKOPUCTAHHS 3aMiCTh
anpiopi HeBimomoi KM ii olliHOK pi3HOro Buay, siki (pop-
MYIOThCS 3a HaBUalOUMMU BUOipKaMU KiHILIEBOTO 00’eMy.
OOIpyHTOBYIOThECS palliOHAIbHI CIIOCOOU MPAKTUYHOI pe-
ajtizauii mepcrneKTUBHUX napameTpuyHux MeroniB CO Ha
OCHOBI afanTUBHUX peliTyacTux pinbrpis (APD).

Karouoei croea: HeTlepepBHUM eHEPTeTUIHMIA CITIEKTP,
CTaTUCTUYHUI aHaJi3, TOYHICTh OLIiHIOBAaHHSI CIIEKTpa, iH-
TerpajJbHUI KPUTEPiil, alalTUBHUIA peliTIacTUi (PinbTp.

In. 6. BiGmiorp.: 11 HaiiM.
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NON-PARAMETRIC SIGNAL PROCESSING IN NOISE RADAR

R. B. SINITSYN AND F. J. YANOVSKY

Noise radar is one of the most interesting technical and scientific ideas implemented in modern radar design.
Nonparametric methods of signal processing, with some loss in efficiency, give us the opportunity of providing
the synthesis of procedures that are invariant to changes in the signal form and changes of the interference
situation. The use of statistical methods for the noise signal processing is closely linked with the latest digital
signal processing achievements, which give us the possibility of simplifying the technical implementation
of the noise radar as well as signal processing. Thus the use of digital processing techniques can technically

implement the idea of noise radar.

Keywords: Noise radar, permutation statistics, copula, rank, permutations, ambiguity function.

1. INTRODUCTION

Noise radar is one of the most interesting techni-
cal and scientific ideas implemented in modern radar
design.

Scientific interest in the noise radar is associat-
ed with the form of the sounding signal (waveform).
Typically, the properties of the sounding signal are
connected with its shape, which is characterized by its
radar ambiguity function. The form of the ambiguity
function is connected with the possibility of simulta-
neous measurement of spatial coordinates and veloc-
ity of the target.

If we use a random process with uniform spec-
trum (a white noise) as a sounding signal, we can
obtain almost a unique form of the ambiguity func-
tion, which tends to a delta function. This allows us
to make simultaneous measurement of distance and
speed with maximum resolution. Certainly, such re-
sults can also be obtained by using other signals, but
in our opinion, it is essentially more complicated. The
selection of the waveform creates a coordinate system
in which the radar measurements exist. The choice of
a rational system of coordinates simplifies obtaining
the necessary resolution.

Radar targets are always observed on the back-
ground of random noise, and this requires the use of
statistical methods for signal processing. Only the sta-
tistical approach allows us to implement scientifically
optimal signal processing with a fixed level of error.

Nonparametric methods of signal processing,
with some loss in efficiency, give us the opportunity
of providing the synthesis of procedures that are in-
variant to changes in the signal form and changes of
the interference situation.

In recent years, these methods have been based
on the use of the rank procedures, as well as some rel-
atively new methods, such as kernel estimates of the
probability density and on such notion as the copula.

The use of statistical methods of processing for a
random sounding signal is natural for the noise radar.
This allows us to obtain the most efficient use of sta-
tistical and non-parametric methods with a random
coordinate system and the random noise generated by
the radar.

In this paper we will discuss all possible statisti-
cal methods of noise radar signal processing. Among
them there are the following.
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Classical parametric methods of signal process-
ing. Rank signal processing techniques. Processing
methods based on permutation statistics. Processing
methods, based on kernel estimates of the probabil-
ity density, as well as methods using copulas, which
enable us to generalize the concept of the ambiguity
function.

The use of statistical methods for the noise signal
processing is closely linked with the latest digital sig-
nal processing achievements, which give us the pos-
sibility of simplifying the technical implementation of
the noise radar as well as signal processing. Thus the
use of digital processing techniques can technically
implement the idea of noise radar.

2. GENERAL DETECTION PROBLEM
DEFINITION

We can divide the signal space observed by the
radar into two areas. In one area, as supposed, there
is a useful signal, in the other there is interference:
noise or clutter. Signal detection is achieved by using
a difference of a multivariate probability density in
observed areas. Thus, the task of detection is reduced
to checking the hypothesis H, about the equality of
probability density functions and alternative hypoth-
esisH, :

Hy: fs(x)=fy(x) (1)
H: fo(x)# fy (%), (2)

where fg(x) is a probability density function of a sig-
nal in the area where we are trying to find a target,
fy(x) is a probability density function of a received
signal in the area where there is no target.

Let us assume that from the samples received
from signal and noise (or clutter) areas, it is possible
to generate the mixed sample

X ={X, X350, Xy s X, } 3)
where Xx;,x,,...,x,, are samples received from the
noise or clutter area, and x,,,,,...,X, are samples re-
ceived from the signal area. We will suppose that the
signal and noise (or clutter) samples are statistically
independent.

Then the task of testing the hypothesis is reduced
to checking the hypothesis about the form (shape) of
the density function of the mixed sample

Applied Radio Electronics, 2013, Vol. 12, No. 1
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Hy: fo(x HfN 4

A =TT ) TT ().
i=l1 i=m+1
The problem of the signal detection in this case is
reduced to the problem of the form of the probability
density function.

3. RANK AND PERMUTATION
ALGORITHMS

3.1. Similar Test

If we compare the likelihood function f|(x) with
the solution threshold obtained with the help of the
empirical permutation distribution, which is derived
by substituting all permutations of the vector x in the
likelihood function, we will obtain the most powerful
similar test. Such a test has the property of similarity,
i.e. afixed level of error of the first kind. The detection
algorithm built on the basis of this test has stability of
the false alarm probability.

However, it has an essential disadvantage. The
number of all permutations is too great, it increases
with the increase of a number of samples and is equal
to n!. This fact hampers the practical use of the de-
vices, which have been designed on the basis of using
the permutation test.

3.2. Permutation Algorithm

Thus, the suggested algorithm for detecting sig-
nals is reduced to the following procedure:

The likelihood function from the accepted signal
is computed

TT £s(x). 5)

i=m+l1

l(x)=ﬁfN (x)

which, after some of identical conversions, can be re-
duced to the following expression

09=T 1/ () TT Ao () T —fNEj:; _

i=m+1 i=m+1J N

el ZES

i=m+1J N X

(6)

Let us take into account only those permutations
of samples x; , which require the modification of the
statistic /(x). We will remark, that for all permuta-

n
tions of the statistics x, the product [ [ fy (x;) re-
i=1

mains constant. Therefore in the procedure of deci-
sion making it is possible not to take into account the
whole set of n! permutations, it is enough to consider

)57y

permutations and the following

statistics
n fS (xi) n
L X)= = A xl 9 (7)
( ) lzl;lrlfN(xi) 1:1;!4 ( )
where x( ) fs( ) are partial likelihood ratios.
fN( i)

Applied Radio Electronics, 2013, Vol. 12, No. 1

Using the statistics A(x), we will suggest the
rank test, which is based on permutations of the par-
tial likelihood ratios ; =A(x; ) . We will use the vector
statistic

7SRO VY VY A

Variables A, are independent and have the same
distribution if the hypothesis H,, is true. We can con-
struct a permutation test using permutations of the
variables A; but not Xx; .

Ranking the variables A; we obtain the vector of
ranks of variables A,

F={1. e isTpyesly }

On the basis of statistic r many different rank hy-
pothesis tests and corresponding to them signal de-
tection algorithms can be constructed. For example,
a rank test which is similar to the Vilkokson criteria

n
0= Z U
i=m+l1

This statistic is not optimal, but has sufficient ef-
ficiency, and an algorithm, based on this statistic is
attractively simple.

Rank tests are using the empirical distribution
function as a functional transform. We suggest us-
ing smoothed estimates of this function, among them
kernel estimates.

The kernel estimate of a cumulative distribution
function is constructed by using of the partial likeli-
hood ratios &, =A(x;). The following functions will
be used as the kernels

1

Ki(h)=-"W(1-2,), ®)

where W (i) is some cumulative distribution func-
tion, A; is a value of the partial likelihood ratio.

The estimate of a cumulative distribution func-
tion for noise area is determined by the expression

x):iK[(x). )

After the functional transform we obtain the vec-
tor of transformed partial likelihood ratios

V={hlyehred}

where /= F(2;). Density function of transformed
statistics for hypotheses H, and H, can be calculat-
ed, using following approach.

The density function of the vector of the initial
samples can be represented as

Sl sl 0l,) = Hf/vz( )Hfsz( )-

i=m+l1

The density function of the vector 1 coordinates
l;is described by the integral

© m

OE j « [T/ 0)-
o j=l
Ss(F Ui ) (10)
! dn,..dx,,
SE U5 seesh))
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where F~'(1) is the function, inverse to F(L), f(})
is the derivative of the F(}).
When N — o estimate F(L) — F(})

_S{F W)
I F )

This vector can be used as a statistic for designing
an ordinary Neyman-Pearson test and a signal detec-
tion algorithm.

For hypothesis H|, the distribution f;(/;) asymp-
totically tends to the uniform distribution. In the case
of the alternate hypothesis H, validity the statistics
distribution f;(/;) of the signal aria elements differs
from the distribution of the elements of the noise area.
It is determined by the presence of the desired signal.

The decision statistics is defined by the likeli-
hood ratio, which is in this case equal to the likeli-
hood function (Fig. 1.)

Ji)

ah=T1 £

i=n+1

an

If the density function of reflections from the
guessed target coincides with the density function of
the interference, the density function of references /
is asymptotically uniform. Thus, in the case of validity
of the hypothesis H|, i.e. in the no-signal condition
the density function is equal to 1. In the case when
the hypothesis H, is valid (when the desired signal is
available) the density function of converted references
[ also lies in the interval [0, 1], but it is not uniform.

The solution about a desired signal is made by
comparing ¢(/) with the solution threshold (Fig. 2).
This threshold has a constant value and depends only
from the false alarm probability for all signal and in-
terference probability densities.

004 0

Decision function

\ .m.Lmn.l.h.m.LlnL.IIJumh]lllllm“mh”uu.,.‘ )

0 2 4 @ & W 1m 14

Distance, m
Fig. 1. Dependence of the decision function
for the algorithm, based on the kernel estimate
from distance. Number of samples is 111891
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Probability of detection

Signal-to-noise ratio, dB

Fig. 2. Dependence of the detection probability on SNR
for the algorithm, based on permutations of partial likeli-
hood ratios (the dashed curve) and the optimal algorithm
(the solid curve). Number of samples is 16. Size of the
noise area is 128. False alarm probability is 0.01

4. COPULA DETECTION ALGORITHM

4.1. Copula Transform

We can transform the vector (x,y)to a new a
random variable (x;,y;) , using two marginal cumu-
lative distribution functions x; = F,(x), yr = F,(»)
as functional transforms. It is easy to prove that vector
(x7,¥7) has uniform distribution if random variables
x and y are independent. The bivariate cumulative
distribution function of the transformed variables
(x7,y7) is called a copula of these variables [2] and
according to the Sklar’s theorem

F(x,y)=C(F.(x),F, (),

where F(x,y) is a bivariate cumulative distribution
function of (x,y).

The density function, corresponding to the cop-

ula C(x;,yr) is
o0C(xr,yr)
e, yr) oxpox;

Ifa useful signal is absent the copula density func-
tion has a uniform distribution on [0, 1]2.

If a useful signal is present a copula density func-
tion has some other distribution on [0, 1]2

A copula density function can be estimated using
kernel estimates.

Let us replace the cumulative distribu‘gion func-
tions F, (x) and F,(y) by their estimates Fx(x) and
F y(y) . It is assumed, that if the size of a sample is
increased, the estimate converges to a cumulative dis-
tribution function. Transformations of the sounding
and reflected signals

xp; = Fx(x;), Y =Fy(y)
will be used later.
4.2. Copula Estimates
The kernel estimates of the cumulative distribu-
tion functions will be used as this transform [3], [4].
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Thus the estimate of a bivariate copula density
function c(x;,y;) will look like the total of the ker-
nels K, (x,y;)

E‘(XT,yT) = ZKi(XT,yT) )
i=1

where n is the sample size, which is the basis for find-
ing an estimate.
Let’s assume, that the kernels look as follows

(12)

1
Ki(xTuyT):;(D(xT_x’l'iayT_yTi)a (13)

where o(x;,y;) is some probability density, for ex-
ample, normal, (x;;, y;;) is the sample unit i, which
is the basis for an estimate.

For the estimate Fx(x) of one-dimensional cu-
mulative distribution function the kernels look as fol-
lows

X o©
Pi(x)=% [ [ow=-x,v=y)dudv.  (14)
4.3. Decision Rule

To synthesise the decision rule on the basis of x
and y statistics it is necessary to obtain the density
function of these statistics under competing hypoth-
eses H, and H, . The detection procedure is based on
testing the hypotheses about the density function of
transformed signals on the basis of Neyman — Pear-
son criterion. In this case, the distribution of a trans-
formed statistics tends to be uniform if we increase a
sample size. Thus the distribution of the converted
statistics (Xp,yr) under the hypothesis H, (no tar-
get) is asymptotically uniform. Thus testing the hy-
pothesis about the presence of the target is reduced to
testing the hypothesis about uniformity of distribution
of the transformed statistics and likelihood ratio - to
the likelihood function of the statistics (Xr,yr). The
likelihood function is substituted by its estimate (12)
obtained with the help of the kernels, such as (13) and

(14)

xT(XTsYT):ﬁé(xTi’yTi% (15)

where =l
R m
(X, V7)) = ZKj(xTisyT[)s

j=1
where m is a sample size of the test statistics obtained
on the basis of reflections from the target. After taking
the logarithm of expression (15) we obtain the final
formula of decision rule enabling us to detect the tar-
get

o (X ¥7) = 3 (G ) - (16)
i=1

This result can be simply extended to MIMO [8]
variant

A (X7,¥7)= iiiln(é(xnj’yﬂk) .

k=l j=1 izl

For making a decision A, (x;,y;) is compared
with the invariable threshold C . The invariability of
the threshold for decision making providing stable er-
ror probability of first kind, is ensured by the uniform
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distribution of statistics under the hypothesis H, . In
particular, to simplify the practical realization of the
method the kernels are decomposed into a trigono-
metric series, and the algorithm of fast Fourier trans-
form is used.

The relationship between the detection probabil-
ity and signal to noise ratio expressed in power units
is represented in Fig. 3. These characteristics are ob-
tained as a result of Monte-Carlo simulation, o isthe
false alarm probability, the sample size is 100.

1 T e e

0.5

Detection probability

0.2 0.4 0.6 0.8
Signal/noise ratio

Fig. 3. Performance of detection as a dependence from
signal-to-noise ratio . Signal and noise with Gaussian
distribution. Solid curve — parametric algorithm, dashed
curve — nonparametric algorithm (o =0.01, N =100)

In Fig. 3 parametric and nonparametric algo-
rithms are presented. As we can see the results for
parametric signal processing algorithm are slightly
better. But we must understand that simulation was
made in the case of the prior certainty of the signal
and noise probability densities. In the real situation
for unknown signals and noises the nonparametric al-
gorithm must be better.

5. COPULA AMBIGUITY FUNCTION

5.1. Ambiguity Function
The cross-ambiguity function [1] for two random
processes X (7) and Y (z) can be defined as an average

150 = [a E{(X(0)-m )Y (alt =) =m,)} ,

c—Vv . . . .
where o =—— isascale coefficient, c is the velocity
c+v

of the wave, v is the target velocity, Y (¢) is a com-
plex conjugate of the random process Y (7), m, and
m,, are mathematical expectations of X (7) and Y (z).

This variant of the ambiguity function can be simply
recalculated in the range/velocity coordinates. For
the ergodic process we can consider, that the cross-
ambiguity function is (17). This expression looks like
an ordinary wideband ambiguity function definition
for deterministic signals

T
x(r,0) = lim @ [ -m ) (@t =) ~m,)dt . (17)
0

The example of the calculation of the cross-am-
biguity function estimate for the noise acoustic radar
is presented in Fig. 4.
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Fig. 4. Estimate of the cross-ambiguity function
for the acoustic radar. Range in distance samples and
velocity in ADC digits. One digit for velocity is 1 m/s,

number 11 corresponds to zero velocity, one digit
for distance is equal to 0.0038820862 m

The sounding signal in this radar is a discrete
white noise with a normal distribution. The ambiguity
function is calculated in range/velocity coordinates.
The sampling frequency is 48 kHz.

5.2. Estimates

The kernel estimates of the cumulative dis-
tribution functions will be used as this transform.
Thus the estimate of a bivariate copula density func-
tion c(xy,y,) will look like the total of the kernels

K;(xr,yr)
é(xT,yT) =ZK,'(XT:J’T) >
i=1

where n is the sample size, which is the basis for find-
ing an estimate [3].

The copula kernel estimate, calculated for the
signal of the acoustic noise radar(which samples
which are shown in Fig. 5), is presented in Fig. 6.

Let’s assume, that the kernels look as follows

1
Ki(xTayT):;w(xT X5, Yr = V1) »

where w(x,,y;) is some probability density, for ex-
ample, normal, (x;;, y;;) is the sample unit 7, which
is the basis for an estimate.

Reflected Signal

Sounding Signal

Fig. 5. Sounding and reflected signal samples
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Fig. 6. The kernel estimate of a bivariate copula density
for the acoustic radar signal

For the estimate Fx(x) of one-dimensional cu-
mulative distribution function the kernels look as fol-
lows

P =2 [ [ wlu=x,v - y)dudv.
n—oom
The kernel estimate for the copula itself is pre-
sented in Fig. 7.

|

Fig. 7. The kernel estimate of a bivariate copula
for acoustic radar signal

5.3. Copula Ambiguity Function

Using the copula density function we can define
its copula ambiguity function [9] as a second mixed
central moment of the copula density

1(0) =\lo [E{(F (X (1))~ m)(F,(Y" (o 1))~ m, )

or for the ergodic process

T
e0) = lm W[ (x0) - m ) B (0t~ -m,
0

Using the kernel estimates of the cumulative density
function we can obtain the copula ambiguity function
kernel estimate in some finite time interval

)

75,0 =l [ (P (1) ~m,)(Fy (et ) ~m,)dr (18)

1
The authors also are suggesting in heuristic vari-
ant of the function (19). In this formula we are using
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an estimate of the moment of the second order for
the uniform distribution. For obtaining the statistics,
which depends from two parameters, we will use an
additional functional transform, transforming the
copula statistic to a normal distribution

2t =al [ Fy (Fx(x()Fy (F ) (p(alt - 0)))dr (19)

where Fy' isan inverse cumulative function of a nor-
mal distribution.

With the help of the noise acoustic radar, de-
signed and constructed by authors [4, 5, 6, 7], the
copula ambiguity function was measured for real sig-
nals. The acoustic radar sounding signal is a wideband
random signal with a normal distribution. The signal
reflected from the solid object at the distance equal
to 70 m from the radar. For this signals the copula
ambiguity functions were calculated. The results are
presented in Fig. 8 and in Fig. 9.

0.001

sy AR

510

Fig. 8. Estimate of the copula cross-ambiguity function
for the acoustic radar. Range in distance samples and ve-
locity in ADC digits. One digit for velocity is 1 m/s,

11 corresponds to zero velocity, one digit for distance
is equal to 0.0038820862 m

0.02

iRy A

001

Fig. 9. Estimate of the copula cross-ambiguity
function (with an aditional functional transform)
for the acoustic radar

The cross section of the ambiguity function in
time area (or in distance area) for zero velocity of the
target propagation is the correlation function. The re-
sult of the calculations is presented in Fig. 10. The same

Applied Radio Electronics, 2013, Vol. 12, No. 1

calculations were done for the cross section of the copu-

la ambiguity function. The result is presented in Fig.11.

210°

1

Ambiguity function

50 100 T 200

Distance, m

Fig. 10. Estimate of the cross-ambiguity function cross
section (cross-correlation function) for the acoustic radar

The shape of the suggested variant of the ambigu-
ity function does not depend on the probability density
functions of the sounding and reflected signals. That
is why signal detection algorithms, which are based on
this notion are distribution free and have a constant
level of the false alarm probability. The detection can
be done with the help of the simple threshholding of
the copula ambiguity function.

15%1073

0

Ambiguity function

100

Distance, m

Fig. 11. Estimate of the copula cross-ambiguity
function cross section (cross-correlation function)
for the acoustic radar

CONCLUSION

In this paper different aspects of the signal process-
ing algorithms for random signal radars were discussed.

We believe that the random signal radar is one of
the most interesting types of radar. It combines prop-
erties of UWB radar with some additional features,
based on random nature of the sounding waveform.
This new properties allows us to simplify signal detec-
tion algorithms and measure a distance, an azimuth
and a target velocity simultaneously with high reso-
lution and accuracy because of the noise sounding
waveform. Nonparametric algorithms have wonder-
ful properties of invariance to the group of the noise
and signal transforms and stable level of the false
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alarm probability. It is important to remember that all
these good properties exist only in the case when we
have independent samples. The noise signal forms the
independent samples because of its nature.

The generalization of the radar ambiguity function
has been suggested. In contrast to classically defined
ambiguity function, new one does not dependent on
the signal PDF. It can be used as a pure measure of the
relation between sounding and reflected signals as well
as for the analysis of potential properties of waveforms.
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PaccMoTpeHBl pa3ivyHbIe aJITOPUTMbI  OOpPabOTKU
CUTHaJIa IIyMOBOTO pajuosokaropa. PazpaboTtana Teopust
1 QITOPUTMbI HeMapaMeTpUuIeckoil 00paboTKU CUTHAJIOB,
KOTOpbIE C HEKOTOPOI MoTepeit a¢h(GeKTUBHOCTU Jal0T BO3-
MOXHOCTb 00€CIeUYUTbh CUHTE3 MpOLEeayp, O0Jamalonnx
CBOMCTBOM WHBAapUAHTHOCTHU IO OTHOILIEHUIO K M3MEHe-
HUSIM (DOPMBI CUTHAJIA U TTIOMEXOBOI 00cTaHOBKU. CUHTeE-
3UPOBaHHbIE HEMapaMeTpuyeckre alropuTMbl odecreun-
BalOT TakXKe CTaOWJIbHBIA YPOBEHb BEPOSITHOCTU JIOKHOM
TPeBOrU. YKa3aHHbIe CBONCTBA CYIIECTBYIOT TOJBKO B
cjlyyae He3aBMCUMBIX BHIOOPOK, UTO B IIIYMOBOM JIOKATOpe
obecreuynBaeTcsl eCTECTBEHHBIM 00pa3oM B CUJTY XapakTe-
pa reHepupyemMoro IIymMoBOro curHajga. B pabote Takxke
MpeUIOXKEHO 0000IIeHUe (DYHKIIMU HEONpeNeJeHHOCTH,
KOTOpasi, B OTJIMYME OT KIaCCUYECKOil, He 3aBUCHUT OT TUIOT-
HOCTM BEPOSITHOCTU CUTHAJIA U MOXET ObITh MCIOJIb30BaHa
KaK YMCTasi Mepa CBSI3U MEX1y 30HIUPYIOIIUM KOJiebaHU-
€M UM OTpakeHHbIM curHajioM. OHa Takxe obecreunBaeT
aHaJIU3 MOTeHIMATbHbBIX CBOMCTB 30HAMUPYIOIIETO CUTHAIA.
IMpennoxeHHble CTATUCTUYECKUE METOIbI 0OPabOTKY II1y-
MOBOTO CUTHaJIa B COUETAHUU C HOBEUIIIMMMU JTOCTHKEHUSI-
MU (P POBOM 00pabOTKM 00EeCIIeYrBAIOT YIIPOLIEHUE TeX-
HUYECKOM peai3aliuy IyMOBOM paauoIOKaluu.

Katouesble cno6a: MyMOBOM paanooOKaToOp, CTaTHU-
CTUKU TMEPECTaHOBOK, KOIYyJa, paHXUpoBaHue, GYHKIIMS
HEOIpeeeHHOCTH.

Wi. 11. Bubavorp.: 09 Ha3B.
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HenapamepTiyna 00po0Ka CHTHAJIIB y ITyMOBOMY pa/ia-
pi/ P.B. Ciniunn, ®.1. SAHoscokuit // [IprknanHa pamio-
eJIEKTPOHIKa: HayK.-TexH. XypHai. — 2013. — Tom 12. —
Ne [.—C.72-78.

PosrisiHyTo pi3Hi anroputMu oOpoOKM CUTHATY IIIy-
MOBOTO pajioysiokaTopa. Po3pobiieHo Teopito i airoputrmMu
HemapamMeTpUYHOI 0OPOOKYU CUTHAJIIB, sIKi 3 IeSIKOI0 BTpa-
TOI0 e(heKTUBHOCTI Ial0Th MOXJIMBICTh 3a0€3MEUUTU CUH-
Te3 MPOLEAYp, 1110 MAIOTh BIACTUBICTh IHBAPIAHTHOCTI IO
BiIHOIIIEHHIO 0 3MiH (pOpPMU CUTHAITY i 3aBalOBOi 00CTa-
HoBKkM. CHHTe30BaHi HellapaMeTPUIHI aJITOPUTMU 3a0e3-
MEeYyIOTh TaKOX CTaOLIbHUI piBeHb WMOBIPHOCTI XMOHOI
TPUBOTH. 3a3HAUEHI BJIACTUBOCTI ICHYIOTH JIUIIIE B pa3i He-
3aJIeXKHUX BUOIPOK, 110 B IIIyMOBOMY JIOKATOpi 3a0e3meuy-
€TbCSI TIPUPOTHUM UMHOM B CHJTY XapakKTepy TeHepOBaHO-
ro IIyMOBOTO cUTHay. B poGoTi TakoX 3amporoHOBaHO
y3araJbHeHHsT (OYHKIIiI HeBU3HAUYCHOCTI, sIKa, Ha BiIMiHY
BiJl KJIACUYHOI, HE 3aJIeXXUTh BiJl IIUIbHOCTI HMOBIpHOCTI
CUTHAJTY i MOXe OyTH BUKOPHUCTAHA SIK YMCTa Mipa 3B’SI3KY
MiX 30HIYBAJIbHUM KOJIMBAHHSIM i BiIOUTUM CUTHAJIOM.
Bona Takox 3abe3neuye aHali3 MOTEHIIIHUX BJIACTUBOC-
Tel 30HyBaJIbHOTO CUTHAJTY. 3alIpPOIIOHOBAHI CTaATUCTUYHI
MeTOIU 0OPOOKY IIIyMOBOTO CUTHAITY B TOEAHAHHI 3 HOBIT-
HIMM JOCSATHEHHSIMU LIM(PPOBOI 00pOOKM 3a0e3IeuyioTh
CTIPOIIEHHS TEXHIYHOI peastizallii IifyMOBOI paioyioKailii.

Kanrouosi crosa: iyMoBUIA pasioaokaTop, CTAaTUCTUKHA
MepecTaHOBOK, KOTyJla, paHXyBaHHS, (DyHKIIisl HEBU3HA-
YEHOCTI.

In. 11. BiGaiorp.: 09 Haiim.
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ULTRA-WIDEBAND PSEUDO-NOISE SENSORS

SACHS, J.; KMEC, M.; FRITSCH, H. C.; HELBIG, M.; HERRMANN, R.; SCHILLING, K.;

RAUSCHENBACH, P.

The ultra-wideband (UWB) pseudo-noise (PN) technique merges the circuit simplicity of the pulse
technique and the precision of the sine wave method with the LPI performance (low probability of intercept)
of noise radar. Binary PN sequences of large bandwidth may be generated and captured with high precision
and temporal stability by comparatively simple means. This opens up new high-resolution short-range radar
applications. The article introduces the basic working principle, summarizes the state of recent devices, and
introduces some key parameters as assistance for device parameterization that is appropriate for an intended

application.

Keywords: ultra-wideband, pseudo-noise, M-sequence, Golay-sequence, sub-sampling, Hadamard-
transform, impulse response function, frequency response function.

1. INTRODUCTION

The aim of this paper is to give an overview of the
recent development state of ultra-wideband (UWB)
sensing devices based on pseudo-noise (PN) codes.
Since the radio emission of UWB devices is restricted
by radio regulation to a very low power level, such
sensors are typically found in short range applications,
i.e. their range coverage is barely more than some tens
or hundreds of meters.

The use of ultra-wideband PN-codes for stimu-
lation of the test scenario brings some advantages,
which will be summarized in what follows.

» Binary PN-codes such as an M-sequence
have a crest-factor relatively close to unity. Hence,
they carry a large amount of energy even if their mag-
nitude is quite small. Thus, PN-codes provide best
conditions for large suppression of random perturba-
tions while protecting the sensor electronics and the
test objects from strong electric fields. This is espe-
cially important, since one often deals with very near
field measurements involving e.g. biologic tissue.
Furthermore, it also enables monolithic integrated
RF-circuits manufactured in a low-cost semiconduc-
tor technology.

*  Some binary UWB PN-codes may be easily
generated by high-speed digital shift registers with an
appropriate feedback structure (for details on PN-
sequences see [1]). The bandwidth of the sounding
signal depends on the clock rate of the shift register.
The generation of the wideband signal is controlled
by a single tone RF-generator which pushes the shift
register. Single tone generators can be built very pre-
cisely with respect to short time frequency fluctua-
tions (phase noise) and with respect to the absolute
frequency value (e.g. atomic clock as ultimate solu-
tion). In consequence, UWB-sensors based on PN-
signals may have available very precise internal time
reference if required. Firstly, this allows very precise
range measurements due to the absolute frequency
precision. Secondly, the sensors are very sensitive for
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weak range variations (often named micro Doppler)
due to low phase noise of the timing reference. For
details on corresponding aspects see [2].

* PN-signals are periodic. Hence, we can apply
sub-sampling and synchronous averaging. Sub-sam-
pling (stroboscopic sampling) will reduce the techni-
cal effort of data capturing and handling. Needless
to say, that high sub-sampling factors must be traded
against receiver efficiency leading to lower noise sup-
pression or extended recording time (see [3] for com-
prehensive discussions). Consequently, one has to
find a compromise between technical effort/device
costs and degradation of measurement speed.

Synchronous averaging serves as noise suppres-
sion and reduction of data amount. It can be applied
if the speed of data capturing is higher than required
from the measurement scenario. The period length of
the PN-code and capturing speed should be selected
according to the requirements of the test scenario (see
below for details). In order to reduce the data amount
to be handled, the PN-code should be as short as pos-
sible.

Short sequences will however degrade the LPI
(low probability of intercept) performance. In order
to approach the LPI behavior of random noise, the
PN-code and/or the clock rate of the shift register
may be irregularly switched in time intervals compris-
ing an integer multiple of periods.

The periodicity of the sounding signal avoids any
truncation effects if appropriately captured. Further-
more, an expectation procedure for variance reduc-
tion as in case of random noise sounding signals is
not necessarily required. Thus, the measurement ap-
proach is basically suited for high speed UWB-meas-
urements.

» In case of radar applications, the receive sig-
nals have to be compressed in time in order to achieve
an interpretable impulse response function. The
impulse compression leads to a coherent energy ac-
cumulation of the measurement signal in favor of
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random perturbations as additive noise, jitter, or jam-
mers which are only non-coherently accumulated.
Hence, an excellent suppression of various perturba-
tion signals is inherent.

In what follow, we will start with a short introduc-
tion of the basic functioning of an UWB PN-sensor
and we will summarize the key parameters of a PN-
device in order to have some design guide lines for spe-
cific applications. In a further section, we will present
a family of PN-devices for short range radar applica-
tions as well as general purpose time or frequency do-
main measurements. Finally, we will give an overview
over some useful data pre-processing steps.

2. M-SEQUENCE PRINCIPLE

The design and technical implementation of an
UWB-sensing concept should respect three key is-
sues. These are the generation of the sounding signal,
the capturing of the response signal, and the optimi-
zation of data throughput. We will discuss these points
on the basis of Fig.1 which was firstly introduced by

[4] and thoroughly analyzed in [3].

1
_IDI_ Shift register ————o A
RF-clock Stimulus .\‘(l‘)
R
to the sensor
Binary
divider Sensor response y()
% W
TN
— reea;ose H ADC |2 T2 ————eB
— i A —
igitize - from the sensor
output data

Fig. 1: Basic concept of UWB PN sensor head

The aim of this circuit is either the determination
of the impulse response function (IRF) or the estima-
tion of the frequency response function (FRF) related
to the transmission path between the points A and B
of Fig. 1. The measurement of the IRF is usually of
interest in radar or TDR (Time Domain Reflectom-
etry) operation mode, while the capturing of the FRF
is applied in the network analyzer operation mode.
Both methods only differ in the kind of processing the
captured data.

The measurement of the IRF or FRF of a device
or scenario under test requires a stimulation signal of
sufficiently large bandwidth. In the simplest and most
reliable case, one applies M-sequences (maximum
length binary sequence). They are generated by linear
feedback shift registers. Fig. 2 gives an example of one
of its canonical structures. A second option would be
the Fibonacci structure. It is not shown here since the
Galois structure is usually preferred due to higher pos-
sible operational frequencies. The upper limit of the
clock rate is determined by the toggle time of the in-
dividual flip-flops in the shift register and the delay of
the feedback paths. In order to keep both as short as
possible, the shift register must be monolithically inte-
grated. A list of appropriate feedback structures is given
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in the online annex of [3]. The unit delay is provided by
flip-flops which are pushed by an RF-clock f.=1/t..
The state Q,(nt.) of any flip-flop may act as the stimu-
lation signal x(7).

Weighting factors (0 or 1)

Modulo-2 addition (XOR)

Ars>a Rl ~rallnrralk
r-4 ] () ) @)

=4 -~ =2 =1

output

Unit delay (flip flop)

Fig. 2: Galois-structure of 4™ order linear feedback
shift register

Some characteristic functions — exemplified foran
ideal M-sequence of 4t order — are depicted in Fig. 3.
Time evolution and spectrum of a realistic M-se-
quence are shown in Fig. 4 and 5. The M-sequenceisa
periodic time signal having a discrete spectrum whose
power envelope has a sinc?-shape. Within the spectral
band [0, fz/2], the stimulus power can be considered as
nearly frequency independent which makes it suitable
for IRF and FRF measurements of test objects having
an operational band within this range. Above f./2, the
signal power will rapidly decay so that random noise
will more and more dominate the signal if the meas-
urement bandwidth is extended beyond that limit.

(a) Time signal
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-

time

(b) Spectrum
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(c) Auto-correlation function
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Fig. 3: Characteristic functions of the band unlimited

M-sequence: time signal (a), power spectrum (b)
and auto-correlation function (c)
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Fig. 4: Time evolution of a real M-sequence (9" order;
clock rate 5 GHz). The clock rate was chosen to meet
the bandwidth of the digital real-time oscilloscope
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Fig. 5: Band limited spectrum of an M-sequence
(9™ order; clock rate 18 GHz)

The determination of the IRF /(7) is based on the
following relation:

Coa (1) =h(1)*Ci (1) (1)
in which Cu(f)=x(f)xx(—f) is the auto-correlation
function of the stimulus and C,(f) =y(7)xx(-f) rep-
resent the cross-correlation between receive signal
and stimulus. The symbol * means convolution. Ob-
viously, the triangular shape of the auto-correlation
function approaches a Dirac-delta with increasing
clock rate of the shift register. Thus, we can roughly
approximate for sufficiently large fi: Cix() ~ A(?) (see
also annex B9 of [3]).

The DC-offset of Cyx(f) can mostly be ignored
since we usually deal with AC-coupled systems and
furthermore the DC-value of the measured signal is
often affected by the offset voltage of the measurement
receiver. If the DC-offset from Cix(?) is of impor-
tance, one can use complementary Golay sequences
[3, 5-8] which will, however, complicate the device
implementation — especially for a large bandwidth.

Since we like to process our data in the numeri-
cal domain, we first have to digitize the response sig-
nal y(7). In order to relax the conditions to meet the
Nyquist criterion, we apply sub-sampling. This is
allowed since the response signal is periodic. Sub-
sampling may drastically reduce the actual sampling
rate as well as the data throughput and therefore it will
decrease the device costs and the power consumption
of the circuits.

A very simple and extremely stable approach to
control the sub-sampling procedure follows from the
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band limitation to f;/2 as depicted in Fig. 1 and Fig. 3
(b). For this case, the Nyquist criterion leads to a
minimum (equivalent) sampling rate of fo,=fc, i.c. we
only need one sample per chip of the PN-sequence
whereat the capturing of these data points may be
scattered over many periods of the response signal
due to its periodicity (therefore the term “equivalent”
sampling rate). The simplest way to control the data
capturing exploits binary dividers (refer to Fig. 1). It
assumes a signal length of N =2" —1 chips (as valid
for an M-sequence) per period. If we apply a binary
divider of one stage, the actual sampling rate will be
fs=/./2 and we need two signal periods to capture the
whole data set: the odd sample numbers during the
first period and the even sample numbers during the
second period. A binary divider of two stages reduces
the sampling rate further to £i=f./4. But now, we al-
ready need 4 periods to gather all data. This principle
works for all orders of the binary divider.

In the case of Golay-sequences, the approach
has to be slightly modified. The length of a Golay-
sequence is 2" which interdicts the use of a simple
binary divider. If however the dividing factor is modi-
fied to 2" +1, it works as before.

The use of the binary divider for sub-sampling
control has some essential advantages:

« It provides very sharp trigger edges leading to
sampling events which are robust against random jit-
ter.

» The divider runs through all its states before
it releases a new sampling event. Hence, any asym-
metries of the internal flip flops will not affect the tim-
ing precision.

» The timing precision is determined by the
single tone RF clock generator. If its frequency is
stable within the recording time, the device internal
time reference will be absolutely linear and stable.
This guarantees very precise time measurements (also
for long propagation times) and allows a practically
unlimited number of synchronous averages for noise
suppression when the test scenario/object is time in-
variant.

» The data capturing deals with Nyquist sam-
pling. It provides the lowest possible data throughput
which is required to correctly reconstruct waveform
(in case of no prior knowledge). The visualization of a
Nyquist sampled signal is less comprehensible for the
human eye. Therefore, visualized waveform should
be sinx/x-interpolated for display. Note, non-ideal
low-pass filters (namely due to their limited stop band
attenuation) will cause some errors within the inter-
polated signal.

Except for the low-pass filter in Fig. 1, all device
components may be monolithically integrated (com-
pare Fig. 10 below). If one removes the analog RF-
low pass, the involved electronic components will give
a “natural” band limitation. Since it will certainly be
beyond f:/2, one has to increase the equivalent sam-
pling rate — i.e. one has to take more than only one
sample per M-sequence chip.
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As depicted in Fig. 6, this can be achieved by
a slight extension of the circuit from Fig. 1 [9]. The
basic sampling approach remains the same as before.
But it will be g-fold repeated whereat each time the
sampling cycle is shifted by the g-th fraction of the
clock period (i.e. At,=(gf:)™"). This is managed with
the additionally inserted steerable phase shifter.

By this approach, the equivalent sampling rate
is increased to f,;=qf. (which can be selected high
enough to meet the Nyquist criterion if no artificial
spectral cutting is applied) but also the recording time
is extended by the factor of ¢. The captured noise
power will also grow much stronger with increasing
factor ¢ than the energy of the response signal (due to
the spectral decay of the stimulus signal). However,
both effects may be neutralized, if the g-fold oversam-
pled signal is band limited to f./2 by digital low-pass
filtering now. This is quite more flexible but also re-
quires more power for signal processing. With digital
fe/2 filtering, the same noise performance as a g-fold
synchronously averaged signal from the basic concept
according to Fig.1 with the analog low-pass filter can
be obtained. Hence, the same recording time is need-
ed for both cases. Since digital low-pass filtering may
be joined with decimation, we will finally get the same

data amount in both systems.
b e A

D A
1k Shift register :
RF-clock l Stimulus .\'(l‘)
_—
to the sensor
— A
Phase shifter (0
control |
Binary
divider Sensor response y(7)
[ £ C i
T o
- FPGA; DsP - ADC | @ o B
Digitized from the sensor
output data

Fig. 6: Modified UWB PN-sensor head
for equivalent time oversampling

3. ILMSENS PN-DEVICE LINE

Based on the working principle described in
section 2, ILMsens develops a toolbox of wideband
PN-devices and components for application-specific
wideband measurements within the low-frequency,
the radio frequency, and the microwave range. The
intended scope of the toolbox is symbolized in Fig. 7.
Herein, we distinguish between the baseband units
which are the key component of every PN-device, the
various options of RF-frontends and the basic soft-
ware to operate the devices with standard computers.

The basic hardware structure is depicted in Fig. 8.
It shows a baseband unit and an RF-frontend as two
separated modules so that the sensor can be flexibly
adapted to user requirements. The baseband unit
constitutes from two parts, the RF-unit and a digital
board containing the electronics for digitizing, high-
speed pre-processing, and data transfer.

For the RF-unit, there are three realization op-
tions:
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 The multi-chip RF-unit contains several
custom-made SiGe-chips. This implementation
provides high flexibility to modify the device struc-
ture concerning specific application requirements.
Furthermore, it has the best RF-performance due to
careful shielding between transmitter and receivers.
An implementation example is shown in Fig. 9.

« In the case of the single-chip baseband unit
shown in Fig. 10, the whole RF-part is merged in a
single SiGe-chip while the digital board may be the
same as before. This realization requires less supply
power and less electronic components. Furthermore,
the small size of the integrated RF-part — possibly in-
cluding the RF-frontend, too — permits to place the
measurement ports directly into the intended meas-
urement plane. Hence, one can omit RF-cables. This
will give additional degrees of freedom in the applica-
tor design (antennas, coaxial probes, electrode con-
figurations) since impedance matching is of less im-
portance under this condition.

» The real-time baseband unit completely re-
nounces the RF-part. Test signal generation and data
capturing is entirely organized by the digital board
which is identical for all three types of baseband im-
plementation. Its bandwidth is mainly limited by the
FPGA performance and the sampling rate f; of the
ADCs.

ILMsens UWB-devices

Baseband Multi-chip Single-chip Real-time
unit: baseband unit baseband unit baseband unit
« amplifier
RF-frontend: « amplifier « filter
« filter « directional bridge

* 4-¢lectrode
configuration
* up-down-converter

« directional bridge
* up-down-converter

* device control

« data transfer to host computer

« data storage and online visualisation

* high-speed pre-processing

« application specific processing and GUI

Low and radio E:>
frequency

Firmware/
Software:

<::! Microwave and radio frequency E>

Fig. 7: PN-device toolbox
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Fig. 8: Basic PN-device structure

Independent from the actual technical imple-
mentation, every baseband unit covers one PN-gen-
erator (which may be enabled or disabled during the
operation of the measurement head) and two parallel
working receiver channels. This configuration per-
mits several measurement arrangements:
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» The device may be operated as a wideband ra-
darinterferometer (e.g. used in Through-Wall-Radar)
or as polarimetric radar.

* One channel may be used to capture the
stimulus signal for reference.

» The device is able to capture one-port scat-
tering parameters since it is able to stimulate a port
and to measure the incident and emanating wave if
directional bridges are inserted (see Fig. 10).

digital-board

Fig. 9. Disassembled multi-chip baseband unit showing
the RF-unit and the digital board which are stacked

when in operation
system initial IC RF I/O connections
clock state  enable  on/off P ¥ O,
[ [ » .
(a) S S
1 |
shift 1
register % ¢ ) '
3 T
1 coupler unit
8 _3 binary
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|

Rxl1

Rx2
wideband sampling gate

analog data
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directional
coupler+ Rx1

C
@l

I mm
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|
s
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E O FOONSETEE IO ar |
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Fig. 10. Monolithically integrated M-sequence RF-unit

with two reflectometer inputs: circuit schematic (a)
and chip micrograph (b)

» The device is able to capture one-port imped-
ance parameters since it is able to stimulate a port and
to measure current and voltage.

» The device may act as a receiver only by disa-
bling the PN-source.

* Several devices may be cascaded to form
MiMo-Systems as depicted in Fig. 11. This permits
the construction of MiMo-radars and multi-port
S-parameter or Impedance-parameter measurement
systems.

The optional RF-frontends provide the interface
for application specific applicators or measurement
circuits. They may contain filters, amplifiers, direc-
tional bridges, current-voltage converts, up-down-
converters etc.
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Fig. 11. MiMo-device structure

Fig. 12—16 exemplify implemented devices, their
respective device extensions, and frontends.

Fig. 12. Standard baseband unit

Fig. 13. FCC respectively ECC compatible device.

These devises provide a complex valued IRF

Fig. 14. Baseband unit extended with an active
directional bridge for impedance spectroscopy
and mono-static radar applications
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(b)

Fig. 15. Several options of MiMo-devices:
(a) 2Tx/4Rx-system built from two basic modules.
(b) 8Tx/16Rx-system. (c) 2Tx/4Rx-system with build-in
reflectometers for scattering parameter measurements

Fig. 16. Experimental wideband 60 GHz-frontend based
on monolithically integrated SiGe-up-down converters
extending the FCC-compatible PN-device for mm-wave
channel sounding and radar [10]

The firmware to operate the devices pursues a
corresponding modular concept as the hardware.
Depending on the requirements and the skill of the
user, two strategies are supported. In the first case —
i.e. ultraANALYSER as shown in Fig. 17 — the soft-
ware modules are designed to work stand alone for
a set of well specified measurement tasks (e.g. short
range radar and microwave imaging, Time Domain
Reflectometry, vector network analyzer, impedance
spectroscopy, ...). Inthe second case (see Fig. 18), the
user has to implement the data processing on its own.
Only the basic functionalities such as data transfer,
data storage, device parameterization, and on-line
visualization are available. Currently, it is based on
MATLAB, but it will be extended to e.g. LabView in
the future.

ultraANALYSER™"

UWB Sensing based on M-Sequence Technology

Fig. 17: ultraAnalyser GUI for standard
stand-alone applications
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Fig. 18: MATLAB GUI for visualization, storage,
and integration of a user function enabling user
specific processing

4. KEY PARAMETERS
The most important quantities influencing the
performance of a PN-sequence unit according to Fig.
1 are symbolized by the design tetrahedron in Fig. 19.

duration of time window;
spectral line spacing

m
I time resolution;
bandwidth

/fc\\

sensitivity: receiver efficiency:
recording time: power dissipation;
data rate device costs;

data rate

m - order of PN-Sequence

n - order of digital divider

p - number of synchronous averaging
f.  -clock rate

Fig. 19: Design tetrahedron of a PN-sequence system

Usually, one can select among four quantities to
optimize the device performance for a specific appli-
cation. These are the RF-clock rate £, the shift regis-
ter length m, the length n of the binary divider and the
number p of synchronous averaging. From this, we
can roughly estimate the main features of the sensing
unit (co — speed of light; b — effective number of bits

ofthe ADC and T&H):
Bandwidth:
B=0---f./2 )
Range resolution:
¢
5, =2, 3)
1
Observation time window length:
2m
T=—. 4)
1
Spectral line spacing: Af =T' =2 /. (5)
Unambiguity range: R=2"" G (6)

Je
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Recording time per IRF or FRF:

2m+f’l
n;pﬁ . 7)
Effective data amount per measurement:
H{bit] ;(m% lbijm (3)

(note, the word length of a data sample increases to
(b+1bp) bits by p-fold synchronous averaging. But half
ofthe “new” bits are noise affected, so that finally the ef-
fectively utilizable resolution gain will be (Ib p)/2bit).
Effective bit rate for continuous operation:

H _2b+lbp

R A A )

Eq. (8) and (9) assumes that no time compression
was performed. It would increase the word length per
sample by m bit.

In case of non-stationary test scenarios, the maxi-
mum recording time is either restricted by the band-
width of the scenario variations (i.e. 2B;¢Tp <1 —
Nyquist theorem of the test scenario) or by the Dop-
pler Effect. The latter provokes de-correlation be-
tween transmitted and received signals for high speed
targets. In order to keep the de-correlation negligible,
the recording time should not exceed the maximum
target speed of [3]:

5,

v =—=

max =
TR

0
p2m+n :

Please note, in the case of UWB PN-sequences,
we will not observe Doppler ambiguity as is # the case
for narrowband signals.

The dynamic range of the sampling receivers Dg,
is limited by different effects (see [3] for a detailed
discussion). For the sake of shortness, we will refer
only to limitations by electronic and quantization
noise here. For time (superscript (TD)) and frequen-
cy (superscript (FD)) domain data, it can be approxi-
mated by:

(10)

Dgpqu];6b+3m+10gp
DYP)[dB|=6b+101g p an

which leads to a recording time referred dynamic
range (specific dynamic range DT) of:
DgDHdBﬂzlog(DgDyW}mp
~6b-3n+101g f,[Hz]
DYP[dBs]=101g(DY™ [Ty lsl)
~6b-3(m+n)+101g f,[Hz]

(12)

[dBs] — read dB per second,; D}é',') — in linear scale.

The time domain related dynamic range refers
the peak value of the time compressed signal to noise
while the frequency domain related dynamic range
compares the strength of an individual sine wave
component with the noise power.

All these equations have shown the large room
that exists to adapt the properties of the sensing device
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to the actual requirements. In standard configura-
tions, the clock rate f; is fixed to 125 MHz (real time
unit only) or 5, 7,9, 13, and 18 GHz for the RF units,
respectively. The length m of the shift register is either
9 or 12 and the binary divider in our sensors is of or-
der 9. The recently achieved specific dynamic range is
about DTUD) = 114 dBs.

5. BASIC PRE-PROCESSING

Pre-processing is used to treat the captured data
in such a way that it may be used by the subsequent
main processing like microwave imaging, target de-
tection, parameter extraction, and so forth. The pre-
processing is mainly aimed at providing the IRF or
FRF of the test object and at reduction of captured
data volume to a manageable amount. The different
procedures of pre-processing are distributed between
the sensor internal processor (typically an FPGA
and/or DSP) and the host computer. As long as the
procedures deal with linear operations (e.g. correla-
tion, Fourier transform, low-pass filtering, averaging,
etc.), their sequence can be arbitrary selected due to
the law of commutation. Hence, one is well advised
to start with simple and fast procedures which ad-
ditionally lead to a reduction of the data amount.
Such procedures should run in the FPGA of the
UWB-device in order to disburden the data interface
to the host computer (e.g. USB2) which is often the
bottleneck within the processing chain. Consequent-
ly, algorithms which increase the amount of data (e.g.
time compression by correlation or imaging) should
run after transmission to a computer. In what follows,
some useful pre-processing approaches will be shortly
summarized.

Data reduction by blind measurements: The mini-
mum recording time of recent PN-sequence devices
(which uses a 9™ order binary divider for sampling
control) ranges between 14 ps and 420 ps (i.e. about
2.400 to 71.000 response functions per second) de-
pending on the clock rate and the order of the M-
sequence (for details see datasheets at www.ilmsens.
com). Usual Windows PCs may reliably handle only
about 200 (9™ order M-sequence) or 25 (12™ order
M-sequence) response functions per second. This
gap may be bridged in the simplest case by ignoring
most of the measurements. This approach will be the
method of choice if the recording time is limited by
physical reasons as e.g. for tracking of high speed tar-
gets (see eq. 10).

Data reduction by synchronous averaging: In most
of the intended applications of UWB PN-sensors, the
motions and variations of the scenario under test are
slow compared to the measurement speed. Hence,
we can increase the recording time. This opens up
the opportunity to apply synchronous averaging by
which the noise performance of the measurement
will be considerably improved and additionally the
data throughput will be reduced (refer to (8), (9), and
(11)). If the required update rate of the measurements
may be handled by the host computer, this approach
will not cause any data losses.
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Data reduction by background removal: in many
cases, the UWB-sensor observes a scenario in which
only minor variations appear (e.g. in case of through-
wall radar, vital sign detection, supervision of a space
etc.). Under such conditions, a new measurement will
provide only minor new information. Therefore, the
data amount can be drastically reduced by updating
only the small variations of the captured data relative
to the previous measurements. A simple realization of
such background removal may be achieved by expo-
nential filtering as expressed by (13).

V(1) =ay (1) +(1-0)y,i (1)

Ay (1) =y (1) =y (1)

Herein, y, (t) represents the captured signal of
the k-th measurement cycle. y, (¢) is the background
which is updated by every new measurement whereat
the update speed is controlled by the forgetting fac-
tor o.e (0,1). The remaining signal Ay, (¢) contains
the variations (new information) gained by the k-th
measurement. It has to be considered by the subse-
quent processing steps.

IRF and FRF determination: Typically the meas-
urement should provide either the IRF (in case of ra-
dar or TDR) or the FRF (in case of the network ana-
lyzer operation mode) of the investigated transmission
path. Since their calculation from the captured data
is numerically more expensive than the previously
mentioned procedures, it should be done at the end of
the pre-processing chain. Depending on the required
measurement precision, we have several options:

Option I. Here, we assume that the sounding sig-
nal corresponds to an ideal M-sequence m(7). That is,
we disregard all deviations of a real M-sequence (asil-
lustrated in Fig. 4 and 5) from the ideal one (as shown
in Fig. 3). Under this condition, we can proceed as
proposed by eq. (1), i.e. we calculate the cross-corre-
lation between receiving signal and ideal M-sequence.
The result can be interpreted as a first order approxi-
mation of the IRF of the transmission path:

KO ()~ y (1) m(-1) (14)
Since the ideal M-sequence constitutes only
from +1 or -1, the algorithm behind (14) can be im-
plemented by a very fast and efficient way [3, 11]. It
is called the fast Hadamard-transform (FHT) which
has some structural similarity to the fast Fourier-
transform (FFT). But in contrast to the FFT, it only
requires summing and difference operations which
can be handled extremely fast by modern FPGAs.
The calculation of tens of thousands of IRFs per sec-
ond should be feasible which could be applied to de-
tect and track very fast objects. Note however, that
(14) is linked with a time compression of the received
signal which leads to an increased word length of the
data (see also (8), (9) and related discussion). There-
fore, the FHT should only run at the FPGA if it also
performs target detection in order to reduce the data
amount to be transferred.
Transforming A()(7) into the frequency domain,
we would also get a first order approximation of the
FRF HY( f) of the device under test (DUT).

(13)
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Option 2: This approach respects the actual time
evolution or spectrum of the sounding signal. In or-
der to get this signal, one either needs a second re-
ceiver for reference measurements or one performs
a calibration measurement with a direct connection
of generator and receiver (it is often called “response
calibration” in network analyzer terminology). Now,
we can de-convolve the actual sounding signal out of
the captured one to get a better approximation of the
DUT behavior. De-convolution can be done by sev-
eral ways (see e.g. [12]). Here, we will only refer to
a simple method which uses a frequency domain ap-
proach and a window function w( /) for suppression
of ill-conditioned parts of the spectrum. From this,
we get a second order approximation of the DUT re-
sponse in time or frequency domain.

X()—"=X (/) y(t)—"=Y(f)
Y(f) 1) (1)

g _ W IFFT
H(f) X(7) (/)

Option 3: Unfortunately, option 2 of FRF or IRF
determination does not respect all imperfections of
the measurement device as e.g. cross-talk, port mis-
match, multiple reflections etc. In order to remove
these errors from the measurement, one needs a de-
vice calibration comparable to the approaches used
for network analyzers. Deeper discussions of this top-
ic would go beyond the scope of this article. But the
interested reader can find the theoretic basis for net-
work analyzer calibration in [13, 14] and correspond-
ing considerations related to PN-devices including
some examples are given in [3, 9, 15, 16].

The basic prerequisites to allow such error cor-
rections are twofold. Firstly, one has to capture the
complete set of signals at any port of the DUT, i.e. in
case of S-parameter measurements one needs to know
all ingoing waves a, as well as all emanating waves b,.
Equivalently, one can also measure the current and
the voltage at all ports. This is one of the reasons why
ILMsens PN devices have two receive channels. The
second assumption concerns the time stability of the
measurement devices since their behavior must not
change between repetitions of calibration and the
time point of the measurement. Details of these issues
are discussed in [2].

(16)

SUMMARY

The UWB PN-technique joins the circuit sim-
plicity of the pulse technique and the precision of the
sine wave method with the LPI performance of the
noise radar. Binary PN sequences of large bandwidth
may be generated by comparatively simple means.
The selection of appropriate PN-codes depends on
several aspects such as their auto-correlation and
cross-correlation properties as well as the technical
challenges of their generation. In order to determine
a reliable estimation of the impulse response func-
tion of a DUT, the auto-correlation function of the
PN-sequence should approach a Dirac-delta. This is
best fulfilled by Maximum Length Binary Sequences
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(M-sequence) and complementary Golay-codes. In
both cases, the auto-correlation function represents a
comb of triangular peaks having a base width of dou-
ble the chip duration and a period according to code
length. Hence, by increasing the code generating
clock rate f;, the wanted Dirac-delta is approximated
better and better.

A family of M-sequence devices for high-resolu-
tion short-range sensing was introduced and the key
parameters of the devices where summarized.
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FPGA BASED SOFTWARE DEFINED NOISE RADAR

KA. LUKIN, J.R. MOREIRA, P.L. VYPLAVIN, S.K. LUKIN, AND O.V. ZEMLYANIY

Software Defined Radar concept which supposes realization of all radar units as digital circuits, has been ap-
plied to implementation of noise radar having such attractive performance as covertness, absence of range
ambiguities, high electromagnetic compatibility, etc. This novel concept requires design of digital random
signal generators and digital correlators in fast digital circuit such as FPGA. We present the results of our
evaluation of the software defined noise radar design and demonstrate the corresponding digital sub-units
development on the basis of various FPGA boards. In the experiments we generate noise signals in digital
generator implemented in the FPGA, convert it to analog form and transmit it to propagation medium.
Noise radar returns have been sampled using onboard ADC and fed into a digital correlator, also realized
inside FPGA, along with the sounding signal copy as the reference. The correlator output is processed us-
ing algorithms on hosted PC. Design of noise software defined radar using FPGA based SPOS board from
ORBISAT company has been evaluated.

Keywords: Noise Radar Technology, Software Defined Noise Radar; FPGA, noise waveform, random signal

generator, cross-correlation function, SPOS, correlator.

1. INTRODUCTION

Software Defined Radar concept supposes to
leave for a computer or Digital Signal Processor
(DSP) as much “work” as possible. In Noise Radar,
coherent reception of noise radar returns is performed
via estimation of cross-correlation between the sam-
pled reference and radar returns [1-3]. Application of
Field Programmable Gate Arrays (FPGA) based de-
vices is one of the ways of implementation of rather
fast digital signal processing. Actually, FPGAs allow
realization of truly parallel calculations which enables
realization of real-time signal processing. Besides,
their application in noise radar design provides rather
high performance and simplicity of the radar design.
That is why FPGA is a most appropriate platform for
implementing of signal processing in Software De-
fined Noise Radar. This concept implies both random
waveform generation and radar returns processing be
implemented in FPGA designs. In this case signal can
be generated digitally, transformed into analog signal
using Digital-to-Analog Converter (DAC), and con-
verted up to the working frequency band, amplified,
and transmitted. After reception of radar returns, they
are to be digitized with ADC for primary and second-
ary processing realized in the same FPGA crystal. In
this way, we have a good platform for design of op-
erational Noise Radar within the frame of software
defined radar concept.

In the paper we present some preliminary results
of the design and implementation of FPGA-based
correlator for coherent reception of radar returns and
its application to software defined noise radar. Con-
ventional approach to evaluation of cross-correlation
function consists in performing of all calculations
in spectral domain: applying Fourier transform to
both signals, multiplication of the obtained Fourier
spectra and inverse Fourier transform of the result
giving all the range gates in parallel. Parallelization
of computations in FPGA enabled realization of ef-
ficient time-domain algorithms for evaluation of
cross-correlations in time domain comparable with
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the frequency-domain algorithm in efficiency. We
present comparison of performance and limitations
of different designs considered and test results of a
proof-of-concept for software defined noise radar.

2. TIME DOMAIN CORRELATOR
FOR CONTINUOUS SIGNALS

Correlator is a device intended for estimation of
the correlation functions of any two signals. Having
two input signals in digital forms, the above estima-
tion in time domain could be simplified to this:

N
K. :ZA,HBH (1)
n=1

where A and B are input signals, # is integer delay
between input signals, N is the number of integrated
samples.

Normally, in most of the applications it is neces-
sary to find correlation function values on multiple
range bins. For example, in radars it enables to obtain
range profile, showing dependency of reflected signal
level on the range. It is clearly seen from Eq.(1) that
computation load depends on N and number of range
bins t. Cross-correlation function estimation consists
of three operations: shifting of signals in time, their
multiplication and integration. Each of the operations
can be easily implemented in FPGA. There are several
approaches to building a time domain correlator and
we have chosen the one which is optimal for continu-
ous signals. Block diagram of such correlator for three
channels is shown in fig. 1. This correlator computes
cross-correlation function simultaneously for multiple
range bins. It has many equal channels operating in par-
allel, each for certain range bin. On a clock cycle each
channel integrates one more pair of samples (A and B
signals).

Delay line is intended for providing delays for one
of the signals. It is made using serially connected reg-
isters. Each successive register contains signal delayed
for one clock cycle. Each correlator channel consists
of multiplier, adder and register. Multiplier performs
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multiplication of A and B signals. Adder and register
act as an integrator: the adder adds the result to the
previous value and register keeps the result from the
previous cycle.
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Fig. 1. Block diagram of time domain correlator
for continuous signals

The correlator operates in the following way: ref-
erence signal comes to delay line (line of registers) and
from delay line to channels. Radar return comes to
all the channels at the same time. The radar return is
multiplied with delayed reference; the result is added
to the value contained in register of correlator chan-
nel. After several cycles of operation overflow may
occur in the registers of correlator channels.. Then
the results from adders are transferred to results bank
(line of registers) for subsequent operation and all the
channels are reset for processing the next set of data.

Fig. 2 shows the flow diagram of test design for
such multichannel correlator implemented in FPGA.
The realized correlator enables calculation of the cor-
relation function at the fixed number of range bins
for a certain integration time. The integration time is
limited by number of bits used in the digital integrator
of the FPGA-based correlator. We have realized 64-
channel correlator with 32-bits integrator. This cor-
relator operates at the frequency of up to 300 MHz.

In these conditions correlator can make about 1280
additions thus it can integrate during more than 4 sec-
onds. After that the data are to be delivered to a buffer
and transferred serially to personal computer through
Ethernet port. It is assumed that the correlator will be
connected to the outputs of ADC. But for testing we
transferred input signals through the Ethernet port
from the computer.

A TCP sever was run on NIOS II processor of the
FPGA board in order to provide connection to the
computer. A client program running on PC was con-
nected to this server and was used for transmission of
initial data, reception of correlation results and their
comparison with theoretical ones.

Data for computing from PC comes to FPGA
via Ethernet to Ethernet controller. Nios II proces-
sor manages the data streams. Data from Ethernet
controller comes to Delay and directly to correlator
channels. After processing results through the Results
bank come back to Ethernet controller and from there
— to PC for displaying and analyzing.

The correlator test results as seen in the PC client
program, are shown in fig. 3.
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Fig. 3. The PC client program window
with correlator test results
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3. SOFTWARE-DEFINED NOISE RADAR

The successful development and tests of the
FPGA-based time domain correlator allowed us to
prove the concept further by developing a software-
defined noise radar (SDNR) for continuous signals.
For this project we used the RVI Development Board,
developed at the ICTP M-LAB.

It is based on the Actel ProASIC 3E FPGA chip
[4]. Fig. 4 shows the flow diagram of the SDNR for
continuous signals. The sampling frequency of the
10-bit on-board ADC is 20 MHz. The update rate of
the 14-bit on-board DAC is 1 MHz. Thus, the out-
put dataflow is small enough to let us use the COM-
port. The maximum frequency of the on-board chip is
57600 bits per second, which suits our purposes.

The Random signal generator uses a common
pseudo-random signal generation algorithm — linear
congruential algorithm. Its output is fed to the DAC
through the output buffer, which stores the output as
the reference signal. The buffer length can be adjusted
to evaluate various range bins. After the signal is am-
plified, transmitted, received, and amplified again,
it is digitized by the ADC and fed into the correlator
together with the reference signal. The result from the
correlator is serialized by a FIFO-module and trans-
mitted to the COM-controller, which sends it to the
PC.

The resultsofa cable-medium test of the software-
defined radar, as shown by the COM-client program,
are presented in fig. 5. The generated pseudo-random
reference signal is shown in fig. 6.

4. RADAR SIGNAL GENERATOR

For generation of radar waveforms of different
types we use the approach, that supposes having a
programmable algorithm for obtaining the waveform
samples directly in the FPGA and involves the calcu-
lation of each sample in real time. This method is ex-
tremely versatile, because it allows storing the code for
different algorithms in the program part of the FPGA
and quick switching between them without the need
to reprogram the entire device for the desired type of
signal.

HDL coder (version 3.0) was used for generat-
ing of portable VHDL code from Simulink (MAT-
LAB ver.7.14.0.739 R2012a) models for the follow-
ing types of radar waveforms: spreading pseudo-noise

=

8 w0 1= 1 16 1 2 P )

Fig. 5. Cross-correlation estimation
in Software Defined Radar

2 BREKELELRS S

Seo

&5

Sle

Fig. 6. Reference signal in the COM-client

binary sequence of maximal length generated by
LFSR of arbitrary word length; periodic pulsed LFM
waveform (validated for the linear case; nonlinear fre-
quency varying can be distinguished via replacing in
the model the linear block by a nonlinear function);
periodic pulsed waveform with prescribed duty cycle
(this is the basic model for any pulsed waveforms with
random or another type of filling); random stepped
frequency waveform. Simulink models for above
waveforms were created using a library of Simulink
blocks (fig. 7), each of them is compatible with HDL
code generation routine.

For justification of feasibility of the suggested
method we used evaluation board which is built on
around a medium to large capacity FPGA device
[5]. It hosts a ProASIC 3E FPGA chip (A3PE1500,
FGG484), several peripheral interface control-
lers (LPT, RS-232, USB, and Ethernet), SDRAM
Memory interface (256/512 MB), JTAG interface

> i
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FPGA chip:
Stratix EP1S80B956C7
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FPGA board:
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Fig. 4. Flow diagram of the software-defined noise radar for continuous signals

Applied Radio Electronics, 2013, Vol. 12, No. 1

91




NOISE RADAR DESIGN

for in-system programming and two expansion slots
for daughter boards with ADC and DAC modules.
Also, generated VHDL models have been tested using
ModelSim test bench. Validation of developed VHDL
codes is in progress using Actel Fusion Embedded
Development Kit based on M1AFS1500-FGG484
FPGA device and Spartan-3E Embedded Processing
development board based on Spartan-3E FPGA de-
vice. Fig. 8 shows output of Simulink model for RSG
in random stepped frequency mode. Fig. 9 shows out-
put from FPGA device received by PC through RS-
232 interface.

T

’I‘M‘u.‘ I A ‘?"H" i "||H'|‘||l'\"f Bt A

[rime offset: 0

Fig. 8. Output of Simulink model for RSG in random
stepped frequency mode

Fig. 9. RSG output in random stepped frequency mode
from FPGA device received by PC through RS-232 interface

5. SPOS FPGA BOARD

Signal Processing OrbiSat (SPOS) is a robust
single-board FPGA based system for realization of
software-defined radar and other applications. It was
developed by OrbiSat da Amazonia S.A company [6].
The block diagram of SPOS board is shown in fig. 10.

Hot Swap
Power

Supply

Generator

Fig. 10. SPOS FPGA Board Architecture

The board hosts four 14-bit ADCs with up to 400
MHz sampling rate, five 12-bit DACs with up to 800
MHz sampling rate and 5 digital up-converters inte-
grated in the DACs with a bandwidth of 160 MHz,
programmable synchronized clock generation with 7
output channels including independent phase shifts,
PLL for synchronization to an external clock or direct
external clocking. The board itself is shown in fig. 11.
The computational capabilities of the board are pro-
vided by 2 Xilinx Virtex 5 FPGAs (option: FX200T,
FX130T, FX100T, SX240T).

Each FPGA chip contains:

—up to 2112 DSP48E blocks;

—up to 1032 dual port 36 kbit BRAMs;

— up to 400000 FPGA lookup tables with 6 in-
puts (LUT6).

Each FPGA chip can host up to 4 PPC440 proc-
essors (see fig. 12). The capabilities listed above are
more than enough to host the core and interfaces of
real-time multichannel time-domain correlator.

Memory and interfaces:

+ 32 multiple Gigabit transceivers (MGT) up to
6.5 Gbits/s;

Fig. 11. SPOS FPGA Board
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* 12 MGT links for inter-board*, 10 MGT links
for inter FPGA communication (these can be used
for interfacing in case we need to use multiple FPGA
boards);

* MGT protocols: PCI-Express, Gbit Ethernet,
SATA, Aurora.

BACKPLANE

Fig. 12. SPOS FPGA Board Intercommunication

Thus the board can be connected to a PC through
PCI-Express for control, data transfer & display. We
can use Gbit Ethernet for the same purpose as well.
This allows us to build the SDNR as a more auton-
omous system. The SATA interface can be used for
storage of radar data, computation results and long
pre-generated sounding signals in case we want to use
this approach instead of on-the-fly signal generation.

* 16 DAC output channels at up to I MHz sam-
pling rate, 12 bits resolution. These can be used for
control of analog elements of the system RF part.

» 8 independent DDR2 DRAM banks, each 512
Mbytes. The memory is needed to store the generated
sounding signals, radar returns, results from the cor-
relator and further processing, if it is also implement-
ed in the FPGA.

* 2 independent NAND FLASH memories,
each 8 GBytes. They will be used for hosting the OS
files should we require one and, more importantly,
pre-generated sounding signals.

2 SPI flash memories for multiple FPGA con-
figurations;

+ 120 digital input/output ports for single ended
or differential use.

Other characteristics:

* Power supply and temperature monitoring
(built-in test);

» Real time clock with programmable alarm and
watchdog;

» Unique board identifier;

+ Allinput/ output channels routed to backplane
connectors for easy board exchange (hot swap);

+ Single power supply;

* Rugged board for conduction or air cooling;

* Industrial temperature range;

» Impedance controlled 20 layer board.

Software capabilities include:

* Native or embedded Linux operation (very
useful for sequential signal processing, network capa-
bilities and creating an independent radar system with
graphical user interface);

* High level software library for board configu-
ration and operation,;

» Each PPC with 4 hardware DMA engines and
crossbar for peripheral access;

Applied Radio Electronics, 2013, Vol. 12, No. 1

» Multi transfer architecture in FPGA for signal
generation and acquisition,;

* Programmable DMA controllers for DRAM
access;

 Ideally suited for high efficient real-time
processing.

6. CONCLUSIONS

Algorithms for correlation processing in FPGA
in time domain have been implemented. The analysis
shows that all correlators have rather good perform-
ance and each of them can be used for specific appli-
cations. The correlator has been implemented in the
Altera/Stratix evaluation board having 1 million gates
and up to 300 MHz clock frequency. For testing of
the correlator designed we used the noise signal and
model of radar returns generated in a PC and trans-
mitted to FPGA via Ethernet interface. After evalu-
ation of the cross-correlation function the data from
the FPGA are transmitted back to the PC for display
and analysis using the same channel. Software defined
continuous wave noise radar on the basis of RVI De-
velopment Board from ICTP M-LAB has been real-
ized. It utilizes the Actel RVI’s onboard ADC & DAC
(1 MSPS), computes the 32-rangebin estimation of
cross-correlation function at 25 MHz and transmits
the results to PC via COM-port at 576 kbit/s.

We have also regarded the possibility of develop-
ing real-time software defined noise radar based on
SPOS FPGA Board and find the board highly suitable
for this application.
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ITporpaMmMHO-onpeesieMblii ITYMOBOIi paJap Ha OCHO-
e IIJIMC / K.A. JlykuH, /Ixx. Mopeiipa, [1.J1. BeiruiaBuH,
C.K. Jlykun, O.B. 3emnsnbiii // IpukiiagHas paauo-
3JIEKTPOHUKA: Hay4.-TexH. XypHai. — 2013. — Tom 12. —
Ne 1. — C. 89-94.

Konuemniusi mnporpaMMHO ONpeessieMoro paja-
pa, KoTopasl mpe/roJiaraeT peajausalmio BcexX pagapHbIX
0JIOKOB B LMGPOBOM HCMOJHEHUM, ObUla TMPUMEHEeHa
[UIsl pa3paboTKM LIYMOBOIO pagapa, MMEIOLIEro Takue
MpUBJIEKATEbHbIE XapaKTEPUCTUKMU, KaK CKPBITHOCTD,
OTCYTCTBHE HEOJHO3HAYHOCTU W3MEPEHUN JabHOCTH,
BBICOKAsl 2JIEKTPOMArHUTHasi COBMECTUMOCTb U T.J. DTa
KOHLIEIIIUS TpeOyeT MPOeKTUPOBaHUSI LIM(MDPOBBIX reHepa-
TOPOB CJYYaiHBIX CUTHAJIOB U LIU(DPOBBIX TPUEMHUKOB Ha
0aze KOppeJSITOPOB HAa OCHOBE OBICTPOil LIMGPOBOIA Tex-
Huku tuna FPGA. B pabote npencraBiieHbl pe3yabTaThl
Hallleil OIleHKU BO3MOXHOCTU pPa3pabOTKU MPOrpaMMHO
OIpeesIsIEMOTO IIYMOBOTO pajiapa U MPUBOJSTCS Pe3yiib-

94

TaThl Pa3pabOTKU COOTBETCTBYIOIIUX LIMGPOBBIX OJOKOB
Ha ocHoBe pasznuuHbix FPGA. B akcniepuMmeHTax Mbl re-
HepUpyeM LIYMOBbIE CUTHAJIbI B LIM(POBOM TeHEpaTope,
ocyuiecteieHHOM B FPGA, npeobGpasyeM ero B aHajoro-
BYyI0 (hOpMY 1 M3JTyyaeM CUTHaJ B HampasieHuu ueau. Ot-
paxkeHHbIe CUTHAJIbI olMbpoBbIBaIMCH B 60opToBOoM ALITT
U MOAABIUCH B IU(PPOBOI KOPPEISITOP, TAKKE peasli30-
BaHHbI B FPGA, Hapsiay ¢ konueli nepeaHHOTO CUTHA-
J1a, UCTIOJIb3YEeMOTr0 B KauecTBe OMophl. Brixoa koppessiTo-
pa obpabatsiBasicst B [TK ¢ TOMOIIBIO COOTBETCTBYIOIIMX
anroputMoB. [IpuBeaeHbI OLIEHKU CO3JaHUsI TPOTPAMMHO
ONpeessIeMOro IIyMOBOTO pajgapa € MCIOJb30BaHUEM
mudpooit matel SPOS, paspaboraHHOil KoMMaHMEH
ORBISAT na ocnose FPGA ¢upmbr XILINX.

Katouegvie caosa: 1yMoBasi pamapHasi TEXHOJIOTHS,
nporpammHo ornpenensieMblii pagap, [TJIMC, mymoBoit
CUTHaJI, TeHepaTop CAyYailHbIX CUTHAJIOB, UG poBast 00-
paboTKa CUTHAJIOB, KPOCC-KOPPEJSILIUS, KOPPETSITOP.

Wn. 12. bubnuorp.: 6 Ha3B.

VIK 621.37

IIIymoBmii pagap, moO BHU3HAYAETHCA MPOTPAMHO HA
ocnosi IIJIIC / K.A. JIykin, [Ixx. Mopetipa, [1.JI. Buria-
BiH, C.K. Jlykin, O.B. 3emnsuuii // IlpuknanHa pamio-
eJIEKTPOHiKa: HayK.-TexH. XypHai. — 2013. — Tom 12. —
Ne I. — C. 89-94.

Konuenuist pamapa, 110 BM3HAYAEThCS MpPOrpam-
HO, sIKa Tepeadavae peasizailito BCiX pagapHUX OJIOKIB y
11dpoBOMy BUKOHAHHI, OyJia 3aCTOCOBaHa JIJIs pO3POOKU
IIIyMOBOTO pajapa, 110 Ma€ Taki MpuBabJIMBi XapaKTepuc-
TUKMU, SIK CKPUTHICTb, BiICYTHICTh HEOHO3HAYHOCTI BUMi-
pIloBaHb AJIbHOCTI, BUCOKA €JIeKTPOMAarHiTHa CyMiCHICTb,
touro. Lls KoHLenttis moTpedye MpoeKTyBaHHS LIUMPOBUX
reHepaTopiB BUMAAKOBUX CUTHATIB i U(POBUX MpUitMa-
yiB Ha 0a3i KopeisiTopiB Ha OCHOBi MIBUIKOI 1IM(POBOI
texHiku Tty FPGA. Y po6oTi nipencrasieHi pe3yiabTaTi
HAaIIIOi OLiIHKM MOXJIMBOCTiI PO3pOOKHM IITYMOBOIO paaapa,
1[0 BU3HAYAETHLCS TTPOTPAMHO, i HABOMSITHCS PE3yIbTaTh
PO3pO0KM BiIMOBIAHNUX M(PPOBUX OJOKIB HA OCHOBI pi3-
Hux FPGA. B excniepuMeHTax M1 TeHepyeEMO IITYMOBi CUT-
HaJiM B IM(MpPOBOMY reHepaTopi, 3niiicHeHomy B FPGA,
MepeTBOPIOEMO HOTr0O B aHAJOTroBY (hOpMY i BUIIPOMiHIO-
€MO CUTHAaJ y HanpsMKy 11iti. Binoburi curnanum ouudpo-
ByBaiucst B 6oproBomy ALLIT i mogaBanucs B undpoBuit
KOpesaTop, Takox peamizoBanuii B FPGA, pa3om 3 Ko-
€0 MepeJaHoro CUTHaTy BUKOPHUCTOBYBAHOTO SIK OIO-
pa. Buxin xopensropa oopo6isiscs B 1K 3a momomoroio
BiIMOBigHUX aJropuTMiB. HaBeneHO OIIHKM CTBOpPEHHS
IIIyMOBOTO pajiapa, 1110 BU3BHAYAETHCSI TPOTPAMHO, 3 BUKO-
puctanHsaM nudposoi matu SPOS, po3pobiieHoi KoMmITa-
Hieto ORBISAT nHa ocHoBi FPGA ¢ipmu XILINX.

Karouosi caosa: miymoBa pagapHa TeXHOJOTIs, paaap,
110 BU3HAvaeThes nporpamuo, [TJIIC, mymoBuit curnai,
reHepaTop BUMAJIKOBUX CUTHAIB, IM(ppoBa 00poOKa Cur-
HaJliB, KPOC-KOPEJISILisl, KOPEJsTop.

I1. 12. Bi6miorp.: 6 HaiiMm.
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COMPRESSION AND INTERPERIOD PROCESSING OF SIGNALS

IN SURVEILLANCE RADARS

V.V. RODIONOV

This article considers the formation of probing signal with low-level side lobes of the range uncertainty
function, algorithms for detection of moving targets among passive interferences, and a possibility for their
implementation by means of digital signal processing modules.

Keywords: signal, radar, compression.

1. INTRODUCTION

Any modern ATCRBS’s signal processing func-
tions are as follows:

» Formation and compression of signal with low-
level side lobes of the range uncertainty function;

* Interperiod processing of reflected signal in or-
der to detect moving targets among passive interfer-
ences;

* Detection of moving targets, their coordinates’
estimation (including their azimuth and range esti-
mation), plots formation, and their transmission to
the air traffic control tower (ATCT) via the relevant
communication channel;

* Targets tracking; and

* Information imaging on the radarscope.

All the functions above may be performed by
means of modern digital signal processing modules.

There are many companies these days that man-
ufacture digital modules with various architectures,
which employ various types of digital signal proces-
sors (DSP’s) and programmable integrated circuits
(PIC’s). Let us consider the algorithm for signals
processing used in ATCRBS’s before we make a rea-
sonable choice between various digital modules’ ar-
chitectures.

It becomes obvious from Fig. 1 that the informa-
tion processing is performed consecutively in an RBS.
That was the reason why we chose a signal process-
ing digital module employing 4 ADSP-21160 digital
signal processors (DSP’s) manufactured by Analog

Devices, and integrated into an ADP160QPCIv2.2
circuit board in conjunction with the ADMDD-
C2WB-L digital receiving sub-module manufactured
by Instrumentalnye Systemy Company, Moscow.

Please consult Fig. 2 for the layout of the dig-
ital module employing a ADP160QPCIv2.2 circuit
board.
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Fig. 2. Layout digital module employing
a ADP160QPCIv2.2 circuit board
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Fig. 1. The algorithm for signals processing used in ATCRBS’s

Applied Radio Electronics, 2013, Vol. 12, No. 1

95



NOISE RADAR DESIGN

The intermediate frequency amplifier’s output
signals are converted into digital countdowns by means
of the DAC. Subsequently, the digital phase detector
performs the digital operation of quadratures detec-
tion. The operations in question are performed by the
digital receiving sub-module. The resulting complex
digital signal is compressed by the third signal proces-
sor, to transmit the compression result to the second
processor via the two links. The second processor per-
forms the interperiod processing, employing the inter-
ferences chart that is stored in the external RAM. The
processing results are transmitted to the first processor
via the link. The first processor performs the incoher-
ent accumulation, the detection, and the estimation
of the coordinates, and represents the processed in-
formation in analog form via the DAC in the shape
of so called “raw video”. The resulting estimations are
transmitted to the ATCT via the communication line
together with the additional information (the plots).
The fourth signal processor employs the algorithm for
the information processing of the secondary locator
that operates in ATC and RBS modes.

The computerized radarscope may represent the
information at various processing stages, including
the uncompressed signals, the compressed signals,
the signals after interperiod processing, and the fully
processed signals with the plots being transmitted to
the ATCT represented. The personal computer can
also be used to control the information processing,
the receipt, and the detection of accidents and errors.

2. FORMATION AND COMPRESSION
OF SIGNALS WITH LOW-LEVEL SIDE LOBES
OF THE RANGE UNCERTAINTY FUNCTION

When an RBS’s range is extended while the trans-
mitter’s peak power remains limited, complex signals
have to be used. As a result, the side lobe’ level of the
signal’s range uncertainty function begins to affect the
resistance to interference when passive interference
takes place.

A problem arises when it comes to choosing a
probing signal and such an algorithm for its process-
ing, which will guarantee a preset low level of the side
lobes in the uncertainty function, as well as small
losses in the signal-to-noise ratio caused by uncoor-
dinated processing.

Amplitude frequency correction of the received
signals is one of the methods to reduce the side lobes’
level in compressed signals [1, 2].

It is the fundamental concept of amplitude fre-
quency correction that the received signals are to be
passed through such a filter that the output signals do
not have any phase modulation, while its amplitude
frequency spectrum coincides with the preset func-
tion of the frequency window whose profile guaran-
tees a preset side lobes’ level. In [1], this method to
reduce the side lobes’ level is referred to as the reverse
pulsations method.

It was demonstrated in [2] that for signals with
nonlinear frequency modulations, whose complex
envelope spectrum has the form

96
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the frequency characteristics of the correction filter
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rameters are derived from the extremum problem

X(f)
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Here, X(f) is the desired form of the amplitude
frequency characteristics of the output signal pro-
duced by the compression filter.

We chose Nuttall window as the frequency win-
dow, where the side lobes’ maximum level was -98 dB
and the side lobes’ decrease rate was 6 dB/octave. It
was proven in [2] that for a signal with the duration
of 32 s, the signal-to-noise ratio losses were equal to
-0.097 dB. The signal’s frequency modulation param-
eters were ap= 8.692, a;=-5.353, a,= 47.9. The fre-
quency deviation was 0.9373 mHz.

Fig. 3 and 4 shows signal’s responses with non-
linear frequency modulation at the matched filter’s
output and at the correction filter’s input.

, while the modulation pa-
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3. INTERPERIOD PROCESSING
OF REFLECTED SIGNALS TO DETECT
MOVING TARGETS AMONG PASSIVE

INTERFERENCE

Methods to synthesize optimal algorithms for
detection of moving point targets have been widely
described in literature.

In coherent RBS’s, a signal reflected by a target
can be in most cases represented as a slowly fluctu-
ating Gaussian process (as a model of a quasi-deter-
mined signal).

When it comes to synthesizing a detection algo-
rithm within the conceptual framework of this model,
the reflected signal’s Doppler frequency is assum-
edly known. Moreover, an algorithm for both signals
and interferences, synthesized from a comprehensive
a priori information is optimal, while its detection
characteristics are limitedly achievable.

In RBS detection problems (e.g., those for AT-
CRBS’s), the reflected signal’s Doppler frequency
is unknown, and, in most cases, is not required. Be-
sides, in reality, the passive interference’s correlation
function, on which the detection algorithm depends,
is unknown either.

When it comes to the detection of a point tar-
get among a long-range interference, there is a good
chance that we can estimate the interference’s un-
known correlation function, and to realize the adap-
tive detection algorithm.

The algorithm in question can be synthesized by
substituting the interference’s unknown parameters
in the algorithm that has been synthesized from com-
prehensive a priori information, for the estimations
derived form the classified training sample.

When information about the reflected signals’
Doppler frequency is required (e.g., in an ATCRBS),
a signal burst’s model with independently fluctuating
pulses may be used as a reflected signal’s model.

It is not impossible to demonstrate [3] that the
detection algorithm represented as an independently
fluctuating pulses burst with wobulation of the rep-
etition period among a passive Gaussian interference
and Gaussian white noise assumes the form:

Sl

N-l 2

z XiW i

i=0

><C

» +d§,,)xk

where y,; and 2, are the eigenvectors and the eigen-
values of the correlation matrix (K) of interference-
and-noise mixture; a’fh is the signal-to-noise ratio,
and N is the number of pulses per burst.

It is obvious that when the signal is weak

(d? . <<\, ), the algorithm in question is the known
algorithm for optimal filtration with incoherent accu-
mulation, while when the signal is strong (dfh >>N; ),
this algorithm is the algorithm for detection with the
passive interference’s decorrelation and subsequent
incoherent accumulation.

The analysis has proven [ 3] that when the number
of pulses per burst is less than 20, the signal-to-noise
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ratio losses in the algorithms above do not exceed 3.6
dB in comparison with the optimal ones, but the al-
gorithm employing interference decorrelation takes
lesser amount of calculations.

When it comes to practical realization of the
adaptive algorithms based on the detection algorithms
above, the estimations of the unknown values y,; and
L, have to be calculated.

Let us set the class of the interference for which
the adaptation is to be performed.

It has been proven in the course of studies that
in L-band RDS’s, the interperiod correlation index
is, in most cases, close to 1 (~0.97..0.99). Moreover,
weather fronts as whole objects can have such a dis-
placement rate that causes Doppler frequency shifts
in the interference’s correlation matrix.

When the correlations is so high, the form that
the fluctuations correlation matrix’s eigenvectors as-
sume (without the Doppler frequency shift taken into
account) is little dependent on the fine structure of
the matrix in question, and can be predetermined.

That is why it is not impossible to determine the
interference classthatadmitsthe following notationfor

the fluctuations correlations: Kj; = z MW W ij C .
k=0

Here, C;=exp(j2nf,t;); the orthonormal vec-

tors’ system v, was selected in advance, while the pa-
rameters A, and f, stand for the interference’s Dop-
pler frequency and may vary.
Theparametersinquestionare estimatedbe means
of the interference’s training sample (X, %,....,X, ).
It is obvious that the estimations of the maximum
likelihood of the values COC . and A, are as follows:

n mesz "
GOy =y M=y

. il
mexﬂ
i=1

It is noteworthy that the algorithm’s compu-
tational complicity does not depend on the training
sample’s volume, because the respective maximally
likely estimations can be calculated recurrently.

The experience of designing and operating the
digital module that employed the ADP160QPCIv2.2
circuit board in conjunction with the ADMDD-
C2WB-L digital receiving sub-module demonstrated
not only its strengths but also revealed some weak-
nesses caused by the circuit board’s versatility.

In particular, it turned out that the implemen-
tation of the same internal bus for both the receipt
of digital data from the digital receiver and the data
transmission to the RAM, to the host computer, and
to the DAC considerably slowed down the operation,
and prevented us from using more complex process-
ing algorithms that required more intense exchange
with the external memory.

Nonetheless, the processing algorithms above
were realized when using the circuit board integrated
into the AOPJI-1AC, an air route surveillance radar at

N ~ 2

Z l“ij CO
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the Polyot Radio Plant’s testing ground, and yielded
good results.

Figure 5, 6 shows the radarscope images before
and after an interperiod processing. The target dis-
guised by a weather front on the Before picture is
clearly seen on the After picture, while the weather
clutter and the ground clutter are suppressed.

Fig. 5

Fig. 6
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PARTIAL DIELECTRIC LOADED TEM HORN AND REFLECTOR ANTENNA
DESIGNS FOR ULTRAWIDE BAND GROUND PENETRATING RADAR SYSTEMS

A.S. TURK, A.K. KESKIN, M. ILARSLAN

This paper deals with ultra-wide band (UWB) TEM horn antenna designs and their usage as feeder of para-
bolic reflector, which are suitable for down-looking and forward-looking vehicle-mounted impulse GPR
systems, respectively. On this scope, partial dielectric loaded, Vivaldi form and array configurations of the
TEM horn structure are investigated, designed, simulated and measured. Vivaldi shaped TEM horn fed para-
bolic reflector antenna prototype is proposed to reach hyper-wide band impulse radiation performances from
300 MHz up to 15 GHz for multi-band GPR operation that can provide both deep and high resolution imag-
ing. The gain and input reflection performances are demonstrated with measurement results.

Keywords: Ultra-wide band antenna, TEM horn, Parabolic reflector, Ground penetrating radar, Impulse

radiation.
I. INTRODUCTION

Ultra wide band (UWB) antennas have been us-
ing increasingly in many applications of high-speed
wireless communication, high resolution noise radar,
RF jamming and EMC test systems. The operational
frequency bands of the impulse and UWB radar sys-
tems can be very broad starting from VHF band up
to millimeter waves. The UWB operation provides
some critical advantages, such as improved detection,
adaptive ranging and target resolution performances.
There are a few types of UWB antennas which oper-
ate at various frequency bands, such as horn, spiral,
bi-conical and log-periodic arrays [1].

In recent years, ground-penetrating radar (GPR)
has become a leading non-destructive testing and
through-wall imaging technology for the detection,
identification, and imaging of subsurface structures
and buried objects such as pipes, mines, gaps, water
channels, tunnels, roads and concealed bodies [2]. The
central frequency and bandwidth of the GPR signal
are the key factors for the detection performance. The
higher frequencies are needed for better resolution,
nevertheless the lower frequency bands are preferred
to detect something buried too deep due to the dra-
matically increased wave attenuation in the soil with
increasing frequency. Thus, UWB GPR systems are
proposed to benefit from both low and high frequen-
cies. For impulse GPR, the impulse durations can
vary from a few nanoseconds to hundred picoseconds
corresponding to a broad spectrum from 100 MHz to
10 GHz. It can be extended up 15 GHz for stepped-
frequency GPR systems, which use microwave tom-
ography methods for high resolution imaging [3].

The target detection and identification perform-
ance of the GPR depends significantly on the proper
design of the UWB transmitter and receiver (T/R) an-
tennas, which should have high gain, narrow beam, low
side lobe and input reflection levels over the wide oper-
ational frequency band [2]. On this scope, TEM horn
and double-ridged horn antennas (DRHA) are one of
most favorites due to their high gain, narrow beam and
low input reflection characteristics over 20: 1 bandwidth
ratio [3]. The TEM horn antenna consists of a pair of
triangular or circular slice shaped conductors forming
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some V-dipole [4]. The partial dielectric loading (PD)
techniques can be applied to improve the UWB gain
performances [5]. For instance, the PD-TEM horn
was introduced by Turk as an efficient UWB impulse
radiator over 20:1 frequency band [6-7]. Furthermore,
its array combination was designed to obtain extended
UWRB characteristics up to 50:1 [8].

The DRHA operates at very wide frequency band
by using ridges inside the horn that adjust the up-
per and lower cut-off frequencies of the propagating
modes [9]. The antenna gain is sufficiently high and
almost stable over the wide band. Dielectric aperture
loading methods (i.e. hemispherical lenses) can be ap-
plied to improve the gain performance at high frequen-
cies. Nevertheless, such big lenses increase the physi-
cal dimensions and weight of the antenna. Hence, the
partial dielectric lens loading has also been proposed
for DRHA to improve the gain performance and to
eliminate radiation pattern deterioration without sig-
nificant changes on the antenna sizes and weight [10].

This paper starts with a generic survey for UWB
TEM horn antenna types, which are most suitable
design models for multi-sensor adaptive, stepped-
frequency and impulse mode UWB GPR systems.
For example, the partial dielectric loaded TEM
(PDTEM) horn, Vivaldi shaped TEM horn (PDVA)
and array combinations have been introduced by
Turk, as efficient UWB impulse radiators operating
from 150 MHz up to 10 GHz [6-8]. A novel version of
Vivaldi shaped TEM horn design is proposed as feeder
of the parabolic reflector (PR) to obtain hyper-wide
band antenna characteristics from 200 MHz up to 15
GHz. The partially loaded transmission line antenna
method (PLTLM) and the analytical regularization
method (ARM) are used for proper designs of TEM
horn feeder and reflector antennas, respectively. The
antenna models were designed and measured between
0.1—15 GHz. The antenna gain, VSWR and radiation
pattern performances are presented and compared
with standard 1-18 GHz DRHA. It is shown that
PDTEM and PDTEM-PR designs are highly suitable
for multi-band GPR operations, due to advantages of
up to 10 dB enhanced gain performances over 1:100
bandwidth ratio.

99



NOISE RADAR DESIGN

II. PLTLM PROCEDURE FOR TEM HORN
ANALYSIS

TEM horn is a kind of travelling wave antenna.
Hence, its structure can be considered as combination
of micro-strip transmission line segments, which are
characterized by their local geometrical and constitu-
tional structure parameters. The staircase modelling
is used for the analysis. 3D antenna geometry is firstly
divided into N number of elementary cells, which are
chosen locally homogeneous and sufficiently small
in wavelength. Then, the structure is reduced to the
equivalent 1D transmission line with corresponding
characteristic impedance definitions. The input im-
pedance of each line segment and its characteristic
impedance are expressed as [6]:

70—z ZM 1 jzytanp, 1, n
" Z!'+ jZ" tanp, 1,

/u” 8
Z! =138 |—=1 ; fi d)<l (2
0 o Og(Wn/d,,) or (w,/d,) ()

where, 3, is propagation constant, /,is segment length,
wyis segment width, d, is segment height, L is the total

arm length, B, :E\/u’,’s'} and ZN*!' is the equiva-
c

lent antenna line output impedance. The input and
local reflection coefficients of the n#k segment line are
given by Egs. (3) and (4):

=1,2,.,N (1)

n _ zn-1

I :Z"”—ZOI; n=12,.,.N (3)
Zn+ 2y

F”(Z) :F;’rl+le’j2ﬁn(/n+l’z); ZEIn,OSZS L (4)

Using the Eq. (4), the discrete voltage and cur-
rent distribution functions over the antenna line are
determined as follows:

V() =Ve e [14+17(2) |

' ; zel;n=12,..,N (5)

1"()=1Ig.e P [1-1"(2) |
Vo, and I, coefficients are calculated iteratively us-
ing the initial values, such as the excitation voltage at
the antenna line feed and the source impedance. The
integral equation techniques are used to compute ra-
diated field. This method is faster than direct numeri-
cal techniques [7].

III. PARTIAL DIELECTRIC LOADED TEM
HORN ANTENNA DESIGNS

TEM horn structure consists of a pair of triangu-
lar or circular slice shaped conductors forming some
V-dipole structure and characterized by L, d, oo and 6
parameters which correspond to the arm length of an-
tenna, feed point gap, conductor plate angle and ele-
vation angle, respectively [4]. The conventional TEM
horn shows band pass filter-like gain behavior due to
the arm length that limits the lower cut-off frequency
of the radiated pulse. Thus, diclectric filling and par-
tial dielectric loading techniques are employed to
broaden the operational band up to twice [5-6].

Some TEM horn, PDTEM horn, PDVA and
PDTEM horn array design configurations are given
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in Table 1 and Fig. 1, with the gain and VSWR meas-
urement results shown in Fig. 2. It is seen that partial
dielectric loading approach used in PDVA-10 can
attain two times broadened gain characteristics than
VA-10 with a VSWR level less than 2. The grating arm
model PDVA structure in Fig. 1c, which is basically
Vivaldi shaped wing version of the PDTEM horn is
a special design proposal for metal detector adaptive
operation of GPR [7].

Table 1
UWB GPR antenna designs
Fig| Model Physical Descriptions
a=20°,0=60°,d=0.15cm,
| TEM-10 L=10cm, ¢,= 1, air-filled
4 'PDTEM- a=20°,0=60°,d=0.15cm,

10 L =10cm, e,.= 3, dielectric loaded
a=20°,0€(0°-160°), d=0.4 cm,

b LA L="10cm, &,= 1, air-filled
o=20°,0¢e(0°-160°), d= 0.4 cm,
PDVA-10 L =10cm, &= 3, dielectric-loaded
a1=20°,01=90°,d1=0.25cm, L;=45cm,
PDTE- aperture: 10 cm x 15 cm; o = 20°,

Ic MA-45 0,=f(1)e (0°-120°), = 0.2 cm, L,=25cm,
Dielectric profile: e,= 3.5, aij=4 cm, a,= 13
cm, bh=3cm,hp=9cm, hs=7cm, r=5.5cm
a=20°0¢€(0°-160°), d=0.5 cm,
L=30cm, g,= 2.1, dielectric-loaded

2 | PDVA-30

dielectric \

\
. N

. resistive
| sheet

gap /

plate

1 resistive
sheet

(©
Fig. 1. TEM horn design illustrations: (a) PDTEM horn
geometry (side view); (b) Vivaldi form TEM horn (side
view); (c) PDTEM horn array (3D view, adapted from [8])
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For vehicle mounted systems, the array combi-
nation of PDVA with TEM horn antenna can be pro-
posed (see Fig. 1c¢) for hyper-wide band GPR opera-
tions to extend bandwidth ratios up to 50:1 (150 MHz
to 10 GHz) [8]. Moreover, partial dielectric loading
method can also yield about 5 dB gain increment for
standard double-ridged horn antenna structures [10].

10

5 \
o e 3
<) /«\ /\\/ \¥1 \
€ o oM W
® | \ N
©) / |
(1] / /\

c
c
: \ / V \
=
I
1ol |===-PDTEM10
——-VA10 \/
—PDVA10

1 2 3

4 5 6 7
Frequency (GHz)

Fig. 2. Antenna gain characteristics
of TEM horn designs

The geometrical view of the Vivaldi shaped TEM
horn designed as an UWB feeder for parabolic reflector
is shown in Fig. 3. The near field illumination of this
antenna is calculated by PLTLM (see Section IT) and
then, the ARM procedure described in Section IV is
used for computation of the UWB reflector radiation.

Fig. 3. Designed PDTEM horn feeder
for parabolic reflector

IV. ARM FORMULATION FOR PARABOLIC
REFLECTOR

Scalar diffraction problem of an infinitely long,
smooth, longitudinally homogeneous and perfectly
conducting cylindrical obstacle corresponds to the
Dirichlet boundary condition for E-polarized inci-
dent wave. Considering that XOY plane cross section
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is denoted by the closed contour S, the incident and
scattered scalar wave functions (#/(p) and #*(p)) must
satisfy the Helmholtz equation given in Eq. (6) and
the Dirichlet boundary condition in Eq. (7) [11].

(A+k2)us(p)=0, peR*\S (6)

w'(p)=u'(p)=—u'(p), peS ()
where, S smooth contour of the domain Din 2D space
R? that belongs to the smoothness class C2,o [11].
' (p) and w7 (p) are limiting values of u*(p)in
the inner and the outer sides of .S, respectively. The
solution of the BVP is written in Eq. (8) using Green’s
formula and the boundary condition in Eq. (7).

- | [HO (klq-pDZ(p) [, = (@), q.peS (8)

s(-) s(+)
where, Z(p)= ou(p) ou(p)

on on
unit outward with respect to S normal of the point p.
The unknown function Z(p) is constructed by solv-
ing Eq. (8), and using parameterization of the .S con-
tour specified by the function n(0)=(x(6), »(0)) that
smoothly parameterizes the contour .§ by the points
of 0 [-m,n]. The integral equation representation of
the first kind in Eq. (8) can be equivalently rewritten
by means of the n1(0) parameterization as follows:

i_‘rf {ln
Oe [—n,n] ©)

with the unknown function Zp(t) and the given func-
tion g(0), where,

Z(8)=1(0)Z(n(6)), g(6) =—u' (n());

, pedS;nisthe

2sinE
2

+ K(O,r)}ZD (t)dt=g(0)

Ge[—n,n] (10)
10)=(Ix OF +Iy ®F) " >0,
x(6),y(6)eC*(Q") (11)

Here K(6,7) function is rather smooth sec-
tion of the Green’s function in comparison with

In| ZSin% | part that represents the main singular-

ity of the Eq. (4). The functions in Eq. (9) are repre-
sented by their Fourier series expansions with ks,m,
zm, gm coefficients. Subsequently, one can obtain an
infinite system of the linear algebraic equations of the
second kind [11]:

2+ Y ksmin=8,, S=£12,. (12)
where,
l;s,m = _ZTSTm |:ks,—m +%85’08m,0 :|,
zAn = Tzlzn’gA = _2ngs
rnzmax(l,lnlm), n=0,x1,%£2,.. (13)

and 9, is the Kronecker delta function. Finally, the
scattered field w’(q) for ge R? are obtained by the
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integral equation representation of the Eq. (9) with
any required accuracy by the truncation method [12].

The ARM procedure is derived for analysis of
scattering from parabolic reflector antenna. The 2-D
cylindrical reflector structure illustrated in Fig. 4
is considered. The cross-section of the reflector is a
parabolic arc of the outer focus b, inner focus a and
thickness c. It is modeled in ARM as a closed contour
L goes from point A4 to point D and back to 4 which
corresponds to 0<[-n,mt]. The total contour L which
consists of four parts is defined as:

L=L,+Lg.+Lcy+Lpy,; Total contour length (14)

L= btan(@j ; Outer contour length (15)

L.p =atan (w] ; Inner contour length (16)

Lge = Rne
pe 1}; Edge contour lengths (17)
LDA = RTEC2
where
b-a

Cl - )
I +cosyy,

b-a
= 18
: I +cosyy, (18)

Wy =—V,, =44° and the edge-rolling coefficient Ris 1.

The parameterization of the contour line is sepa-
rately implemented from A4 to D and back to 4 by
means of the variable /e [A, D] as follows [13]:

_ 2bcos¢; _ 2bsing, I<[A,B]
~ l+cos¢, ~ l+cosd,’ ’

(19)

_2acos¢,
~ l+coso,

_ 2asing, . 1e[C.D]

= ; 20
1+cos¢, (20)

x=c,c08[(~I+ Lyg)/c; + =y, |-
_(a+b)cosyy,

—(R-1)c, cos
I+cosyy, ( )62 COSVy

y=cysin[(-1+Lyg)/c; + =y |+
+(a+b)sin\y02

1+cosy,
le(B,C)

—(R-1)e,siny,

1)
x=c cos[(~+ Lep) /e, +m—yy, |-
_(a+b)cosyy,
I+cosy,
y=csin[(~+ Lep) /e, +m—yy, |+
+(a+b)sinw01

~(R=1)¢; cosyy,

—(R-1)¢, sin
1+ cosyy, ( )< You

le(D,A) (22)

where
l:(6+1c)L/(27c) ; le[O,L]—)(O,t)e[—n,n] (23)

P =W + [(\lfoz Vo )I/LAB] (24)

P2 =WV —[(\Voz “yo ) = Lge)/(Lep = Lye )] (25)

The PDVA model TEM horn feeder is assumed
to be located on the focus of the reflector. The near
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field illumination of the PDVA-30 on the reflector is
defined as the incident wave at ARM algorithm.

V. UWB REFLECTOR DESIGN
AND PERFORMANCES

The geometry of the designed reflector antenna
with PDVA-30 feeder is given in Fig. 4, with the nu-
merical ARM results shown in Fig. 5. This structure
can also be adapted for offset feeding, which is more
suitable in forward-looking GPR applications due to
low tilt angle.

T T 1 1] 1] 1] 1
T Rt SOLY U0 RS eeeenens Breeeanes T

6 R, I . —— — - —

: : - Dielectric :
N ==

......................................................

................................................................

.................................................................

1 1 1 i A i A

B0 50 40 <30 <10 C

X (cm).

Fig.4. 2D cross-section geometry of parabolic reflector
antenna with PDTEM horn feeder

The measurement results plotted in Figs. 6-7
show that radiated impulse signal has highly narrow
beam widths and 10 dB improved gain performances
can be achieved over 50:1 bandwidth, from 300 MHz
up to 15 GHz.

500 MHz 1GH
- -50 -50
) 0 180 360 0 180
o0
£
3
= 25
v
%‘ 3GHz -
5 et 180 260
0 0
10 GHz = 20 GHz
25 -25
50 K
0 180 360 0 0 180
theta angle theta angle

Fig. 5. ARM simulation results of the normalized
radiation patterns
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Fig. 6. Time domain transformations of 15 GHz
impulse radiation gain measurements for different
observation angles

Antenna Gain (dBi)
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PDVA-PR
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B 9 12 15
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Fig. 7. Antenna gain measurement results; (Bold) PDVA
fed parabolic reflector, (Solid) 1-18 GHz double ridged
horn antenna, (Dashed) PDVA

VI. CONCLUSION

In this study, different design forms of TEM horn
antennas, which are dielectric loaded, Vivaldi shaped
and array versions, were surveyed for UWB GPR
systems. The partial dielectric loaded Vivaldi shaped
TEM horn (PDVA) combined with parabolic reflec-
tor was introduced to achieve high antenna gain and
narrow beam width characteristics over an ultimate
wide band greater than 50:1. The PLTLM and ARM
algorithms are used to make pre-design of the PDVA-
PR in a fast way.

It is shown that antenna attains highly efficient
UWRB radiation performances, which is suitable for
multi-band forward-looking ground-penetrating ra-
dar operations.
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IIpuMeHeHre YACTHYHO 3aNOJHEHHBIX IUIJIEKTPUKOM
AHTEHH PYNMOPHOTO W ped)IEKTOPHOTO THIIOB JJISi CBEPXIIH-
POKOMOJIOCHBIX MOANOBEPXHOCTHBIX paanoiokaTopos / A.C.
Typk, A.K. Keckun, M.Unapcnan // [pukiiagHast panvo-
3JIEKTPOHUKA: Hay4.-TexH. xXypHaia. — 2013. — Tom 12. —
Ne 1. — C.99—-104.
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CTtatbs MocBsilIeHa pa3padoTKe CBEPXIIMPOKOIOI0C-
HbiX (CLLIT) TEM-aHTeHH pyloOpHOIo TUIA U UX UCTIONb-
30BaHUIO B KauyecTBe OOJyyaTesst sl nmapabonyeckKoro
oTpaxaresisi, KOTOpble MpeaHa3HauYeHbl IJ1s1 YyCTAaHOBJIEH-
HBIX Ha TPAHCTIOPTHBIX CPEICTBAX CMOTPSIIIIAX BHU3 U BITE-
peln UMIMYJbCHBIX TeopajapoB, COOTBETCTBEHHO. C 3TOM
1I€JIbI0 OBLIU UCCIEN0BaHbl, CKOHCTPYMPOBAHBI, TPOMOJIE-
JINPOBAHbI U U3MEPEHBI YACTUYHO 3aMOJHEHHbIE JUJIEK-
TPUKOM aHTCHHBI BUBaibIM M KOHGUTYpallMM MaccuBa
TEM-pynopos. C ucnosib30BaHUEM aHTEHHBI BuBanbau B
dopme TEM-pynopa B kauecTBe 00J1ydaTesi mapadboamnye-
CKOI1 3epKaJIbHON aHTEHHBI MTPeU1araeTcst 10CTUYb rUIep-
IIMPOKOI MOJOChI UMIYJIbCHOTO u3nydeHus ot 300 M
1o 15 I'T'u i1st paGoThl B cOCTaBE MHOTOIMATIA30HHOT'O T'€0-
panapa, 4To MOXeT 00eCreunThb MoydyeHUue n300paxkeHust
Ha [JTyOMHE C BBICOKUM pa3pelieHrueM. YCUIeHue U oTpa-
>KEHUE MO BXOAY COOTBETCTBYIOT pe3y/ibTaTaM U3MEPEHUIA.

Katouegvle crosa: CBepXUIMPOKONONOCHASI aHTEHHA,
TEM-pynop, mapaboJiMuecKuil oTpaxkaTesib, reopanap,
UMITYJIbCHOE U3JTy4YeHUe.

Wan. 07. bubmmorp.: 13 Ha3B.
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3acTocyBaHHS YACTKOBO 3aMOBHEHHMX [lieJIeKTPUKOM
aHTeH PYNOPHOro Ta ped)IeKTOPHOrO TUMIB AJisi HAAUIUPO-
KOCMYroBHX TianoBepxHeBux panionokaropiB / C. Typk,
A.K. Keckin, M.Inapcnan // [lpukianHa paaioenekTpo-
Hika: HayK.-TexH. XypHai. — 2013. — Tom 12. — Ne 1. —
C. 99—104.

CrarTsi mpuUCBsAYeHA PO3poOLll HAAIIUPOKOCMYTO-
BuX TEM-aHTeH pymopHOro TUIy Ta iX BUKOPUCTAHHIO
SIK OIpOMiHIOBaya sl TapabojiiyHOro BimOuBayva, sIKi
MpU3HAYEHi Ul BCTAHOBJEHUX Ha TPAHCIOPTHUX 3a-
cobax Takux, IO AUBIATHCS BHU3 i BEpen iMITYyJIbCHUX
reopamapis, BiIIToBimHO. 3 IIi€I0 METOIO OYJIM TOCIiIKEHI,
CKOHCTPYIOBaHi, MPOMOJIEIIOBaHI Ta BUMipsIHi YaCTKOBO
3aIllOBHEHI MieJIeKTpUKOM aHTeHU BiBaibii Ta KoHpiry-
pauii MmacuBy TEM-pymnopiB. 3 BUKOPUCTaHHSIM aHTEHU
BiBanbai y ¢hopmi TEM-pynopa sk onpoMiHioBaya mapa-
00J1iYHOI J3epKATbHOI AaHTEHU MPOIMOHYETHCS JOCSITH Ti-
MepLIMPOKi CMYTH iMITyJIbCHOTO BUTTpOMiHIOBaHHs Big 300
MTI'u o 15 I'Ti it poGoTH B CKilali 6araTocMyroBUX Ieo-
paiapis, 110 MOXe 3a0€3MeYUTH OTPUMAaHHS 300paKeHHS
Ha IJIMOMHI 3 BUCOKOIO pO3ibHO 3aaTHicTIO. [TocuieH-
HS i Bi3epKaJeHHS 110 BXOJY BiZIlTOBIiAaIOTh pe3yIbTaTam
BUMipIOBaHb.

Karouoei croea: HapmmpokocMyroa aHteHa, TEM-
pynop, mapaboyiyHuii BinOuBay, reopajaap, iMIYJIbCHE
BUITPOMiHIOBaHHSI.

I1. 07. Bi6aiorp.: 13 Haiim.
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TIME AND RANGE ACCURACY OF SHORT-RANGE ULTRA-WIDEBAND

PSEUDO-NOISE RADAR, NRT-2012
J. SACHS, R. HERRMANN, AND M. KMEC

Time and range estimations based on ultra-wideband (UWB) measurements need to be carefully considered
with respect to their accuracy, since range, propagation delay and time position can often not be uniquely
defined. The paper illustrates these issues and shows some common approaches for UWB range and time
position estimation. Ranging errors provoked from the sensor device are introduced and the performance of
pseudo-noise radar conceptsisshown. They provide excellent time axisaccuracy due to astable clock reference
and cause random timing errors in the fs-range which is a consequence of a robust synchronization concept
and jitter suppression by correlation. The impact of frequency aliasing onto time position measurements is

considered as well.

Keywords: PN-sequence, jitter, time position, range accuracy, correlation, aliasing.

1. INTRODUCTION

The target range or time of flight are the most im-
portant parameters gained from a radar measurement.
The goal of this paper is to discuss the achievable pre-
cision and some error sources of such measurements
using ultra-wideband (UWB) radar devices. Specifi-
cally, we will focus on UWB pseudo noise (PN) radar
for short range applications.

Precise and stable time or range measurements
are important for applications involving super-res-
olution techniques [1], micro motion detection [2],
target localization [3], system calibration [4, 5], hid-
den target detection [6] and others. The attached ref-
erences refer to corresponding examples.

In what follows, we start with an introduction of
range measurements and the general challenges one
is faced in case of UWB sounding. Furthermore, we
consider some methods and errors of pulse position
estimation. In our discussion, we mainly refer to a
PN-radar principle and investigate its robustness
against deterministic and random errors.

2. STATEMENT OF THE PROBLEM

2.1. Experimental setup

Here we are mainly interested in two points.
Firstly, it refers to the question how precise we can
determine the range of a target.

This point is identical with the question how pre-
cise we can measure a time delay At (propagation
speed of the sounding waves is supposed to be exactly
known). We will focus our consideration to a single
target scenario, i.e. the issues of range resolution and
the separation of two closely located targets will be
not within the scope of the paper. The second point
relates to the detection of weak targets closely located
behind a penetrable but strongly reflecting interface.
We refer to the issues related to range measurements
by the term scenario A and for hidden target detection
we take scenario B.

Range estimation based on radar sensing is il-
lustrated in Fig. 1. A sounding wave is emitted by an
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antenna, reflected by the target and collected by the
same (compare Fig. 1a) or a second antenna. The
roundtrip time is determined from the mutual delay
At between received and transmitted signals. The re-
lation

~ ]
R=—Artc
PR (1)

with At=1

y ~ T — 27

(¢, —speed of light; t, — antenna internal propaga-
tion delay) is then usually taken as an estimation for
the target’s distance R, ,i.c. one assumes R, = R .

Measurement plane L Target
(a) Radiation centre
(b)
Transmit signal Time position of
x ( l‘) transmit signal
—_—
Time

AT

Time position of
received signal

Received signal

y(1)

Fig. 1. Principle of range estimation based
on radar measurements for scenario A:
(a) measurement setup; (b) simplified UWB signals

Hidden target detection (scenario B) is symbol-
ized in Fig. 2. If the target is located close to a bound-
ary, the surface reflex (also denoted as surface clutter)
will overwhelm the target return and the question is,
to what extend we can remove the strong reflex from
the captured signal and detect the target. In two cases
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this would be at least theoretically perfectly possible —
namely if we can take a reference measurement from
the interface without target or if the target shows some
temporal variations (movement, shape variation, per-
mittivity) while the interface stays time invariant.

Strong
(a) Measurement plane reflecting
: interface

X (f ) Target
< P €
14 '

y( ) . Antenna

(b)

Received signal: y(¢)=y, (r)+y,(¢)

! -

Time

¥ (7) '

Fig. 2. Hidden target detection in scenario B:
(a) measurement setup; (b) returned UWB signals

By considering these scenarios more profoundly
under the aspect of ultra-wideband sensing, we will
become aware of some shortcomings and insufficien-
cies which are discussed below.

2.2. Range definition

In case of scenario A, it already starts with the
definition of the target range. Mathematically correct,
the range assigns the distance between two points, i.e.
two infinitesimal small “objects”. By introducing a
side condition as “shortest range”, we can still define
uniquely the distance between a point and a straight
line (e.g. athin wire or a “knife” edge) ora point and a
flat plane. Hence, the prerequisite for a unique range
measurement is only given if the involved objects (i.e.
antenna and target) are at least in one dimension in-
finitesimal small. But practically, this will be com-
monly not the case.

Since the achievable range resolution of UWB
sensors is often better than the geometric size of the
involved objects, these issues have to be appropriately
respected. In case of the antenna, this can be done by
introducing a centre of radiation (refer to point Q
in Fig. 1) by prior calibration [7, 8]. It “merges” the
properties of a real object with finite dimensions in a
virtual point. The determination of a more or less ob-
jective “scattering centre” for the target (exemplified
by point P in Fig. 1) is barely possible since the scat-
tering object is usually not known a-priori.

2.3. Definition of Roundtrip time

The determination of the roundtrip or delay time
At islinked to a similar problem. At is a time interval
which is defined by the elapsed time between two time
points. Thus, we need again “points”, but what we
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have are signals of finite duration (or finite coherence
time) due to limited bandwidth. Hence, we either
have to define the time positions t,, 1, of two pulses
(transmitted and received one) or we have to estimate
the time position of the cross-correlation maximum
from x(¢) and y(¢).

Both approaches face the same problem since
an exact time delay may only be defined between two
signals of identical shape (i.e. the fidelity [8, 9] of both
signals must be one). While x(7) may be obtained
from a calibration or reference measurement, y(r)
usually remains unpredictable due to the unknown
scatterer (except when the scatterer approximates a
small point, an infinite line, or infinite plane where
exact mathematical models are known). Hence, we
have to anticipate increasing systematic errors if the
fidelity departs from one.

Further challenges arise if the return signal of the
target is affected by noise, multipath signals, or other
clutter. The interested reader can find some discus-
sions on these topics in [10, 11]. Since our main aim
is to investigate the role of the measurement device
in range measurements, we will not go deeper into is-
sues from above since they are mainly motivated by
the conditions of the test scenario. That is, we assume
in our following consideration that we have meas-
urement conditions which allow defining uniquely
the radar rage. An example scenario could e.g. be the
scattering from an infinite metal sheet.

2.4. Pulse Position

Independently on how delay time measurements
are performed or on how strong they are affected by
different signals and perturbations, they are always
connected with the determination of at least one pulse
position.

There are multifold options to define the pulse
position. The most popular strategies are

1) to use the intersection of the rising or falling
pulse edge with an absolute or normalized threshold
(e.g. normalized to the pulse peak)

2) to take the maximum position of the pulse.
This approach is a special case of 1) since the maxi-
mum position is achieved if the first derivative of
the pulse form crosses the zero line. Note that this
method may be extended to complex valued impulse
waveforms as they appear after IQ-down-conversion
of band-pass signals (complex envelope).

3) to take the zero crossing of the strongest half-
cycle in the case of a band-pass pulse. The selection of
the correct half-cycle may be based on the maximum
position of the pulse envelope.

4) to determine one of the centers of gravity:

e,
’ [l (o))" de

It follows from eq. (2) that t, relates to the gravi-
ty centre of the pulse area, t, represents the energetic
centre of the pulse, and t, offers a second possibility
to define the maximum position.

)
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The pros and cons of the different definitions of
pulse position are compared in [8]. In summary of the
discussion there, we can state that threshold crossing
of either the first derivative (i.e. maximum position)
or of the original pulses or cross-correlation function
provides the best performance in case of baseband
signals (pulse or pseudo noise). The integral values of
pulse position corresponding to point 4 are prone to
biased estimations if the signal is affected by noise.

Using the “maximum approach” (point 2), we

find for the variance ¢ of time delay estimation [8]:

2 5
90 =g 3)
3(4n)" SNR By
B, — noise bandwidth of the receiver (double sid-

ed); SNR — SNR value of the receiving signal;

By = (1%, (f)df /[¥,, (f)df — effective band-
width of the receiving signal; ¥, ( f) — power spec-
trum of receiving signal (double sided).

For optimum noise suppression, the receiver
bandwidth should be matched to the bandwidth of
the input signal. If this is of constant power spectral
density within the spectral band +B/2 which equals

the receiver noise bandwidth, eq. (3) modifies to:
1 3

2
0y = =
" (2B, J SNR T B'SNR
“4)
¥ |f]<B,/2 2 _Bf
Jor \fw(f)‘{o f1>B,/2 "7 " 12

In what follows, we will investigate the role of the
sensing device for the correct determination of the
pulse position corresponding to scenario A as well as
the conditions allowing precise suppression of the in-
terface reflex from scenario B.

3. PRECISE AND STABLE DEVICE
TIMING

It is obvious from the discussions of section 2.4,
that imperfections of the device internal time repre-
sentation as well as additive random noise will be the
major sources of time position errors. Since nowadays
the captured signals are usually digitized, we have to
anticipate following timing errors:

* an erroneous value of the sampling interval
(e.g. caused from an unreliable clock generator)

» systematic deviations from an equidistant
sampling interval. Such deviations may have a global
tendency leading to a non-linear time axis of the de-
vice or they are arbitrary so that they generate a kind
of “systematic” jitter. The first effect may be observed
in e.g. sequential sampling oscilloscopes which use a
dual ramp approach for sampling control. The second
effect appears if the dual ramp approach is replaced
by digitally controlled stepped delay lines whose delay
steps are not ideally identical [8].
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« random deviations of the sampling points
(sampling jitter)

* random fluctuations of stimulus launch (trig-
ger jitter).

Fig. 3 (a) represents a sensor concept which de-
feats these timing errors. It is based on the generation
of UWB PN-signals to stimulate the device under test
(DUT) and a sub-sampling receiver [12].

The timing of the whole device is controlled by a
single tone RF-clock operating commonly in the 2-20
GHz range. Such a generator can be built for very
precise frequency values and low phase noise. This
provides one of the prerequisites for absolute timing
accuracy and low random timing errors.

[T

_!DI_ i Shift register————e A
RF-clock StimulusLx(I)
to the sensovr
(a) Binary
divider Sensor response y(t)
A

FPGA; DSP H ADC

T&H
|

Digitized
output data

from the sensor

Master clock Shift register

'k
A0 100 IIm s
) | O Triggercireuit | *()
(1) Comparatoré gil\/()i(:jtr g(r) DUT
} i N _J_ Etrobe
7 =0 eb i 1 generator
U . i 00

Sampled data  {——

Sampling gate

’]3(’)

Fig. 3. Block schematic (a) of a PN-sequence
ultra-wideband sensor and its simplified
system model (b)

A major issue is to trigger the signal generator
(i.e. the shift register) and the Track and hold circuit
(T&H) asreliable as possible. We will discuss this point
with help of Fig. 3 (b). For the sake of shortness, we
only refer to a single jitter source, namely the aperture

jitter of the strobe signal s(#). We model it by the grey
box of Fig. 3 (b). Two noise voltages n, (f)~ N (0,612)
and n,(t)~N (0,0%) are transformed into jitter by
the comparator. The binary divider is then assumed
to be jitter free.

The noise signals #,(¢) and n, () provoke a ran-

dom temporal fluctuation Az, of comparator switch-
ing which we regard as a zero mean random process
having the probability density function (PDF) p,. (t) .
The period should be placed into the previous line.
Hence, we have for the expected value:
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E{Ar;}= Ttpm(t)dt=0 %)

The variance of the fluctuations follows from
simple considerations to be:

. 0i+5) (6)

whereat 7, represents the nominal trigger point at
which the unperturbed trigger signal z(¢) crosses the
threshold V, .

In our case, we have a sine wave generator as
trigger source and the threshold level is zero Vi, =0.
Hence we get from (6):

ol +o3
(2chC )2

Now, we can model the captured signal as a ran-
dom process (for the sake of convenience, we will stay
at time continuous signals and consider the DUT as a
simple delay, i.e. g(¢)=58(r-At)):

Y (1)=y(t+A1; )+ m(r+ A1)

vl (d“y(@) d%(a)}

— +
SVl e e

(7

07 =

v

et
d ®)
~ y([)+ﬁ

ae Al:j+ig3(t)

&=t

zx(t—Ar)+dz—(§)

A;j +m (t)

&=t-At

The order of Taylor series expansion in eq. (8)
can be drastically reduced if jitter and noise do not
dominate the deterministic part of the signal.

We will use this relation, to estimate the jitter o2
of an M-sequence device [13]. For that purpose, we
need to know the signal derivative at any time point.
Since M-sequence devices are Nyquist sampled, the
equivalent sampling rate has to be increased in or-
der to permit reliable derivation. Therefore, we in-
troduced a mechanical precision delay line at points
@, @ (see Fig. 3 (b)) orasa DUT. The delay steps are
0.2 ps allowing an equivalent sampling rate of 5 THz.
Thus, the realizations of y,,(7) can be considered as
quasi continuous in time. Furthermore, the random
perturbations have to be suppressed before the deriva-
tion can be determined. This was done by synchronous
averaging of about N =100 realizations of y,, (¢):

_ 1 &

Ym (t) = Nzll)m,n (t)
)

= %g(xn (I—A’C + AIj,n)+’J3,n (t+ Agj,n))
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Its expected value leads to the relation:
E{3, (1)} =x(t-At)* py. (¢)

(10)
_ o mx(t=At) if ¢ Bk
such that 3, (¢) can be considered as a reasonable

source to calculate the signal derivative in particular
if the convolution may be omitted. This is allowed if

the temporal width ¢, of p,_ () is short compared to
any variations in x(7) which we have expressed by the

side condition ¢ B« 1.
Using eq. (8), the variance of the captured signal
can be written as:

Var{)jm (t)} =o)(t)= o, (1)+ o}

2
d
={ z(;) g:tArJ (P% +6§

with n; ~ N(O,og)

an

If we plot for all samples of the signal the stand-
ard deviation o (f,) versus the slope of the signal
d)_/m(t)/dtL:’O (toe[0,T); T — signal period), we can
expect behaviour as depicted in Fig. 4.

o, (1,) T

dy, ()

~dx(t)
T odt

de

t=t, t=ty— A7
Fig. 4. Illustration of signal variance as function
of signal slope under the presence of jitter

The real behavior of the data is shown in Fig. 5.
Since the M-sequence has many locations with iden-
tical slopes and we only respect a finite number of ex-
periments in our calculation, we get a cloud of data
samples. By fitting (11) to this cloud, we finally arrive
at the wanted rms jitter value ¢, of the device. Fig.
5 (a) relates to an example where the additive noise
dominates while Fig. 5 (b) also shows some jitter in-
duced effects.

The two examples show that the timing concept
according to Fig. 3 provides very low jitter values
owed to the high-speed/steep edge binary divider and
the large clock rates f..

Moreover, the binary divider also provides per-
fectly equidistant strobe pulses of s(7) (random jitter
not respected) since it is running through all its states
before it releases a new sampling event. Hence, any
asymmetry of the internal flip-flops impacts all sam-
pling pulses in the same fashion. Thus, a precise device

Applied Radio Electronics, 2013, Vol. 12, No. 1
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internal time axis is guaranteed also for a very long sig-
nal if the clock-generator is sufficiently time stable.

@
T 1.2

o, [mV]

0.8

0.6

-10 S5 0 5 10

1.4

1.2
o, [mV]

0.8+

0.6+

%40 35 0 5 10

e

Fig. 5. Variance of measured data samples as a function
of signal slope for two different RF-clock generators:
(a) — High-quality RF-laboratory generator SM P04

(R&S); (b) — free running DRO

4. SUPPRESSION OF NOISE AND JITTER

Since the involved UWB signals are expanded in
time (Fig. 3 (a)), the estimation of the delay time At
of a DUT requires the determination of the peak po-
sition of the correlation function between input- and
output signal. In the best case, the statistical confi-
dence in this peak position may be estimated from
eq. (4). This still requires the evaluation of the SNR-
value of the correlation function C, (t) which we
consider as a random process while the stimulus sig-
nal x(#) is supposed to be perfectly known:

C, . I Yt

The SNR-value of the correlation function can
be defined by the relation between its peak value and
its variance according to:

x(t+7)dt (12)

2

[E(C,,. (.
Var{Cymx (r)}

whereat ||||p means the Lp-norm.

SNR.(x)= (13)
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Inserting eq. (8) into eq. (12), we get for the ex-
pected value of the correlation function:

E(C,,. ()= Jx(e- ) x(1-+5)

=C, (t—-A1)

and its maximum value equals the power of the sound-
ing signal:

(6.0, - 0

In Lp-norm notation, the variance of the corre-
lation function may be expressed as follows (see [8]
for details):

Var{Cy . (r)}

(14)

0)=l(r)f, = x5

50} o)

1
a0 AN
_dx(r) |

N x(t
using — x(1)

B, is the double sided noise bandwidth of the re-
ceiver and T is the time over which the integration
is performed. Insertion of egs. (15) and (16) into eq.
(13) results in:

78, |x(1)}

SNR. ()= (7)

(o), + o3 1+ 1) %(0),

After some manipulations, we can rewrite eq.
(17) in the form:
TB

SNRC(T): CF2 :S:IAFZ(‘E)

SNR, " RJR

This equation is valid for compact as well as time
extended UWB-signals. The involved parameters
describe characteristic properties of the test signal as
well as of the measurement procedure. The crest or
peak factor is defined as:

X,

(),

It may tend towards 1 for time extended signals.

An ideal M-sequence has CF =1.An f, /2 band lim-
ited M-sequence has CF ~2...3 depending on the fil-
ter. For short pulse signals it tends to large values (the
same is true for Gaussian noise). The slope amplitude

factor SAF(t) describes the coincidences of strong
signal variations at large magnitude It is defined as:
[x(+2)£(0)],

F(v)=t,————"=
(o)

Usually it depends on the time lag t. In the case
of short pulse signals, it takes high values where signal
edges appear and it becomes zero at the pulse base [8,
14]. In contrast, it is nearly constant at SAF ~3 for
a band limited M-sequence. The SNR-value of the
captured signal with additive noise, we write as:

(18)

19)

(20)
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y(r
O3
Note that we take the peak power of the signal
but not the average power for this definition. And fi-
nally, we still have the rise-time jitter ratio (#, — rise

time), which reads as:

21

f2
RIR=—-
Pr
It represents a kind of “signal to noise ratio” of
the time axis.
We can observe from eq. (18) that for short, pulse
like sounding signals the correlation gain 7B, will be
compensated by large CF - and SAF -values. The
correlation will not bring any profit for noise and jit-
ter suppression. In the case of PN-sequences, CF and
SAF take small and constant values. That means, the
correlation performs a suppression of additive noise
and jitter as well. The jitter energy is equally distrib-
uted over the whole correlation function such that its
steep edges are not more severely affected by random
perturbations than flat regions. In consequence, we
get a strong reduction of positions errors according to
egs. (3) or (4). The examples listed in sections 5 and
6 of this paper indicate values of 3...5 fs time position
variation, i.e. a 1...1.6 pm range uncertainty in air.
This temporal stability of the measurements is the
prerequisite to subtract in a stable and precise way the
surface reflex according to Fig. 2 in order to make vis-
ible the weak hidden scatterer. Supposing the surface
reflex must be reduced by the factor N when sub-
tracting a reference signal, the temporal uncertainty
¢, of time position has to meet the condition:

(22)

(23)

Herein, B is the two sided bandwidth of the sur-
face reflex and 7, isits rise time.

5. SUPPRESSION OF DRIFT

Time drift is a long-term fluctuation which is not
respected by the consideration in sections 3 and 4. It
may be provoked by biased threshold voltages or trig-
ger signals whereat the bias typically depends on tem-
perature, aging, etc. In order to suppress drift effects,
it is recommended to perform relative measurements
between two receivers of identical construction and
identical temperature level. These conditions are best
met by integrated circuits.

Further, we should also take the temperature
sensitivity of feeding cables into account. If we simply
consider the coefficient of thermal expansion of cop-

per (a~16-10° K~') as an equivalent for the cable
expansion and omit the temperature dependency of
the dielectric insulator etc., we already get a time drift
of Ar~100 fs/m K for a cable of 1 m length and 1
Kelvin temperature variation. We can learn from this
estimation that simply the geometric dimension of a
measurement device or arrangement may limit the
achievable measurement precision.
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Fig. 6 shows a practical example. During the
warming up phase of a device the length of its cable
was measured whereat only the temporal fluctuations
of the input and output signal was registered. If we
only refer to the pulse position captured by the two
measurement channels, we can observe a variation of
about 2 ps during the observation time. This corre-
sponds to a range uncertainty of several hundred um
in air. As expected, the variations in both channels are
nearly coherent. Hence, if we account only for their
differences, we get a considerable improvement of
the delay time measurement to about 5 fs rms value of
short time variations.

200

(=3
S

Channel 1
"2 Channel 2 |
2

(@)
ps

Channel 2/Channel | \\M

2000 4000 6000 8000 10000
Repetition of measurements

=4
=4

Range jitter/drift [m]
<

5]

=3

=
<

>

Channel 17 /C hannel 2

(b)

w

+15fs

'
(o

Range jitter/drift [pum]
(=]

Channel 2/Channel |

=)

6000 8000
Repetition of measurements

2000 4000 10000

Fig. 6. Pulse position drift of an M-sequence device
(9™ order M-sequence, clock rate 9 GHz)
during warming up observed over about 10 min.
(a) — overview (b) zoom

6. DENSITY OF DATA SAMPLING

There is often the argument to sample the data
very densely in order to get high range precision. This
statement is not valid if it is expressed in that generic
way. As we have seen in egs. (3) and (4), bandwidth
and noise are the key issues. Basically, Nyquist sam-
pling is sufficient to reach full precision since inter-
polation to an arbitrary fine degree can be done in
the numerical domain. However, this supposes that
aliasing components must be fully suppressed. If one
cannot sufficiently suppress aliasing components, the
sampling rate has to be increased at least to such a
degree where the aliasing components fall below the
noise level. Fig. 7 demonstrates how aliasing affects
the delay time measurement. For demonstration, a
mechanical delay line increases the propagation path
length in 2 mm steps. The measurement device was
based on a 9™ order M-sequence and 18 GHz clock
rate using insufficient suppression of aliasing frequen-
cies. The standard deviation of the individual distance
measurements was about 1.0 ... 1.2 um, i.e. it is more
than two orders better than the systematic deviations
caused by aliasing as shown in Fig. 7. The annex gives
a simplified consideration about the creation of time
position errors due to aliasing.
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Fig. 7. Effect of aliasing onto systematic range deviations

and onto the maximum value of the correlation function
in dependence from the propagation path length

7. SUMMARY

Time and range accuracy should be considered
with some care under UWB conditions since geomet-
ric dimensions of the object and temporal duration
of signals make unique definitions of points and dis-
tances difficult. This may cause systematic deviations
exceeding even the range resolution predicted by the
classical formula 5, =¢/2B.

The short time instabilities of an M-sequence de-
vice allow to resolve motions of a single target down
to 1 um being about 10.000 times better than the
range resolution 8. In order to exploit this sensitiv-
ity in practical applications, the issues of mechani-
cal precision and stability of sensor elements as well
as questions of thermal expansion will become more
and more important for sensor design. Aliasing effects
should be properly suppressed in order to reduce sys-
tematic deviations of the device down to the level of
random errors. The quality of the RF-clock generator
decides about the precision of the device internal time
axis with respect to absolute and random deviations.
Its phase noise becomes as more influence as longer
the DUT delay is.
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ANNEX: POSITION ERROR CAUSED FROM
ALIASING COMPONENTS

We assume the test signal

x, () =sinc(Byt), (24)

having a rectangular spectrum of width B, . Our meas-
urement system is designed for this bandwidth, i.e.
the sampling rate is selected to f; = B, . Sub-sampling
is omitted here for the sake of brevity.

In order to emulate aliasing, we insert a second
signal exceeding the given band limitation:

x(t)=(1-n)sinc(7B,)+nsinc(2¢B, ) (25)

Itsspectrum is depicted in Fig. 8. Part A represents
the wanted signal and the parts B refer to the aliasing
components after the signals is sampled with frequency
/, - The orginal spectrum of x(7) spectrum is:

X( f):é(a—n)rect[%}grect[%n. (26)

=0
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Fig. 8. Spectrum of the idealized signal

The maximum of x(7) is ||x(t)||w =1 and it is lo-

cated at =0 . Further this signal is subjected to a time
delay 1, so that its maximum is now placed at time
position 7 =1 . Time signal and spectrum are:

(1) =x(t-1)
=(1-n)sinc((r 1) B, )+ nsinc(2B, (1))

(27)
Y(f)=X(f)e ™

—j2nft
_£ 7 ((1 —n)rect[éj+grect[%ﬂ

The sampled signal is then written as:
2(1)=2 y(nAL)
Z(f)=£2XY(f-mf)

Hence, we get for our simple example:

(28)

Z(f) :gze—ﬂn(f—mfs)f

w0 m

~~-[(l—n)fect(m}ﬂrec{mn (29)

By 2 2B,

If the sampling rate is f, = B, , the spectral com-
ponents beyond |f|> B/2 (parts B) will overlap with
the central part (part A) of the spectrum. The spec-
trum of the sampled signal is illustrated for m=-1,0,1
in Fig. 9 for the case f, =B;:

B

=0

Aliasing
component

m=1 ¢
i ' : ]

m=0

- f=0
‘ Aliasing
component

—_

. f

Fig. 9. Amplitude spectrum of the sampled
signal fragmented in its individual part
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Note, that in case of a discrete Fourier transform,
only the spectral components covered by area + B, /2
around f=0 are involved. Here, the parts B(+)and
B, (gray) (compare Fig. 8) of the spectrum represent
aliasing components caused from the spectral power
exceeding the band limits + £, /2 . They are convolved
into the main spectral part. The overall spectrum
within this area may be written as:

Z(f): Z__ne—IZth'r +ie—j2m(f_fs sgn(/))
B 2B, 2B,
part A effect - wanted part Beffect - aliasing ( 30)
A
fe { 555

In time domain, eq. (30) gives after inverse Fou-
rier transform:
52 '
()= [ Z(f)e™df =2,(1)+25(1)
-f5/2

= (1 —gjsinc(ﬁo (1-1))-

B (1+3
---+ncosn“°( i T)sinc
2 2 2

The maximum position of this signal is deter-
mined from the zero-crossing of its derivative:
dz(z)

d?

(31
B,(t-1)

=0 (32)
=1
In order to simplify the calculation, we develop

z(t) into a Taylor series around the expected maxi-
mum f~1:

Z(t+Al) = ay +a At + a, AL

ay =1+ %(cos(%Bor) -1)
_nnﬁo sin(2nB)1) (33)
4

a, =

a, = —@(n(cos(hﬁor) -1)+ 2)

whereat At represents the difference to t. This gives
for the maximum location:

%:aﬁz%mzo
a
Aty =———
= max 202
~ 3nsin(2nB1) (34)
27IBO(H(COS(2TEBOT)—1)+2)
~— 73;0 sin(2nB)t) since <l

At .« represents the measurement error of roundtrip
time provoked by the aliasing effects. As we can ob-
serve, the aliasing effect will cause a systematic error
which oscillates around the actual value in depend-
ence of the propagation time t. The magnitude of the
oscillation depends on the bandwidth and the sup-
pression of the aliasing components.
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The amplitude of the maximum is also affected
by an oscillation of the same kind. Usually, the condi-
tion n <« 1is met, so that we can write:

Z (At )|z1+g(cos(2nl?0t)—l) (35)
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ToYHOCTH MO BpeMeHH M JAJBHOCTH CBEPXIIMPOKOINO-
JIOCHOTO TICEBIONIIYMOBOIO pasapa JJisi MAJIBIX JAJIbHOCTE /
10. Cakc, P. Xepmann, M. Kwmerr // IpukinagHas paaro-
BJIEKTPOHMKA: Hay4.-TexH. XypHai. — 2013. — Tom 12. —
Ne 1. — C. 105—-113.

OlieHKa BpeMEHU U JaJIbHOCTU, OCHOBaHHAsl Ha U3-
MEpPEeHUSIX C HMCMOJb30BaHUEM CBEPXIIMPOKOITOIOCHBIX
(CILLTI) curHanos, 10JKHA ObITh BHUMATEIBHO PACcCMO-
TPEHA C y4ETOM TOYHOCTH, ITOCKOJIbKY JabHOCTh, BpEMsI
pacmpoCTpaHEeHUs U TTO3ULIKUSI BO BDEMEHU YaCTO HE MOTYT
OBITh OTHO3HAYHO OLIeHEeHHI. [laHHast paboTa WILTIOCTPU-
pYyeT 3T 0COOEHHOCTH Y TTOKa3bIBa€T HEKOTOPHIE O0IIMe
MOJXO/bI K OlleHKe BpeMeHU U gajibHocTu B CIUTT nuszme-
penusix. I[IpencraBieHbl OIIMOKY U3MEPEHUS TaJIbHOCTH,
BBI3bIBAEMbIE CEHCOPOM, 1 MOKa3aHbl BOBMOXHOCTH, IIpe-
JIOCTaBJIsSIeMble KOHLIETILIME MCeBA0-1IYMOBOTO pajaapa.
OHU obecIeuynBaloT OTIMYHYI0 TOYHOCTD 110 OCH BPEMEHU
GJ1aroapst UICIOJIb30BaHUIO CTAOMJIBHOTO T'eHepaTopa Tak-
TOBOI 4acToThl. CiydailHble OIIMOKM OLEHKU BpPEMEHU
COCTABJISIIOT BEJIMYMHBI TTOPsiaKa GeMTOCeKYHI G1aromapst
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WCIIOJIb30BAHUIO TIPUHIIANA YCTOWYMBOW CUHXPOHU3A-
LIUY U YMEHBIIEHUIO POXKAHUS C TOMOIIIBIO KOPPEJISILIUU.
Kpowme Toro, paccMoTpeHO BIUSHUE AUCKPETHOCTH CIEK-
Tpa Ha TOYHOCTb U3MEPEHUS BPEMEHU.

Karouegovie croea: TICeBIOCTyYalHbBIA CUTHAN, JKWT-
Tep, BpeMEHHas TTO3UIIMsI, TOUHOCTb MO AATBHOCTH, KOp-
peJsIuus, BIUSTHUE TUCKPETHOCTH.

Wn. 9. bubnuorp.: 14 Ha3B.

VIK 621.37

ToyHicTh 32 YacOM Ta JNAJBHICTIO HAAUIMPOKOCMYTO-
BOT0 TCEBIOIIYMOBOIO pajapy s Majux IaJbHOCTel /
10. Cakc, P. Xepmann, M. Kmen // [pukinaaHa pamioenex-
TPOHiKa: HayK.-TexH. XypHai. — 2013. — Tom 12. Ne 1. —
C. 105—-113.

OwiHka yacy i JajabHOCTI, 3aCHOBaHA Ha BUMipax 3
BUKOpHUCTaHHSAM Hamampokocmyropux (HILIC) curHaiis,
MOBUHHA OYTH YBaXKHO PO3MJISIHYTa 3 ypaxyBaHHSM TOY-
HOCTi, OCKIJIbBKM NaJbHICTh, Yac TMOIIUPEHHS Ta TMO3MLIisT
B Yaci 4aCcTO He MOXYTh OyTH OIHO3HAYHO OLliHeHi. JlaHa
poboTa UTIOCTPYE 1Ii 0OCOOIMBOCTI i MOKa3ye AesIKi 3arajib-
Hi nigxoau oo ouiHkM 4yacy i nanbHocti B HILIC Bumipax.
IIpencrapieHO MOMUIKY BUMIpY JAIbHOCTI, 1110 BUKJIMKA-
IOThCSI CEHCOPOM, i TOKa3aHO MOXJIMUBOCTI, 1110 HaAlOThCSI
KOHIICTILII€I0 TICEeBA0IIYMOBOTO panapa. BoHu 3a6esneuy-
IOTb BiIMiHHY TOYHICTb 110 OCi Yacy 3aBIsIK BUKOPUCTaH-
HIO cTa0iIbHOTO reHepaTopa TaKTOBOI YacToTU. Bunamgko-
Bi MOMWJIKM OILIiHKHM Yacy CKJIalaloTh BEIUYMHU MOPSIAKY
(beMTOCEKYH 3aBASIKM MPUHIUITY CTiIKOI CUHXPOHi3allii
Ta 3MEHIIIEHHSI TPEMTiHHSI 32 IOITOMOTo0 KopeJsilii. Kpim
TOTO, PO3IJISTHYTO BIIUB AUCKPETHOCTI CIIEKTpa Ha TOY-
HiCTh BUMipIOBaHHS 4acy.

Kntouogi cnoea: TICEBIOBUTIAAKOBUM CHUTHAM, JIKIT-
Tep, 4YacoBa IO3MUllisl, TOUYHICTb 3a JaJbHICTIO, KOPEJIsLis,
BIUIMB TUCKPETHOCTI.

I1. 9. BiGniorp.: 14 Haiim.
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RADARS WITH LOW PROBABILITY OF INTERCEPTION

A. G. STOVE

The arrival of wide band, high duty cycle radars has made it practical to design radars with enough processing
gain to detect their targets at greater ranges than those at which their transmissions can be intercepted. This
paper looks at the principles of such Low Probability of Intercept (LPI) Radars and illustrates this with a
simple quantitative example, comparing the performance of a pulse radar with an Frequency-Modulated
Continuous Wave radar. The paper takes as its baseline a receiver using the Instantaneous Frequency
Measurement technique, but discusses other possible receiver types, leading to a brief examination of the
trade-off between interception sensitivity and intercept time. It is argued that coherent matched filtering
is not a good way of trying to intercept an LPI radar and, instead, the virtues of the Matched Incoherent
Receiver are discussed, where the pre-detection bandwidth and post-detection integration time are matched
to the radar’s signals, but the detection is incoherent rather than coherent. The additional strengths which are
potentially offered in this area by noise waveforms are also discussed. The importance of the military scenario
for the significance of an LPI radar and particularly for the complementary principle of ‘Low Probability of

Exploitation’ are also emphasized.

Keywords: Low Probability of Intercept Radar, Intercept Receiver, ESM.

1. INTRODUCTION

The designation ‘Low Probability of Intercept’
(LPI) for a radar is intimately connected with the
‘contest’ between radars and Electronic Support
Measures (ESM, Intercept) receivers in a tactical
military environment, which was well illustrated in
reference 1. The way in which this battle plays out and
how it is affected by the design of the equipment, both
the radar and the intercept receiver, is best explained
by way of typical quantitative examples, but before
these are introduced, some points which will define
the problem more clearly will be examined.

The description above used the terms ‘tactical’
and ‘military.” This paper is not concerned with ‘stra-
tegic’ (electronic intelligence) issues, such as know-
ing that a given type of radar exists and what its modes
are. Given time, a radar can always be detected. The
question is whether the radar can be designed so that
it can remain undetected for long enough to give its
users a significant tactical advantage. For this rea-
son, the baseline intercept receiver is considered to be
an ESM receiver.

This can also be called a ‘military’ issue since in-
terception is not a concern to civil radars. More sig-
nificant, is the fact that ‘military’ operations should
now also include actions against smugglers and pi-
rates, who can potentially afford radar detectors,
which are manufactured for mariners to detect other
radar-equipped craft. There are also low cost marine
radars which are readily available which have consid-
erable LPI potential as a side-effect of using wave-
forms compatible with solid-state transmitters. The
term ‘military’ should thus be taken also to include
‘paramilitary’ users.

The term ‘Low Probability of Exploitation’ is
sometimes preferred to ‘Low Probability of Inter-
cept,’ since what is often required by the interceptor
is not just to know that the emitter is there, but to be
able to do something with the information obtained
from it, either to obtain tactically-useful informa-
tion from its presence or to be able, for example, to
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jam it. This paper, however, will continue to use the
term ‘Interception’ because this is amenable to more
general quantitative analysis. ‘Exploitation,” whilst it
better describes what is militarily significant, is much
more dependent on the operational scenario, which
then has as much effect on a technique’s effectiveness
as does its scientific characteristics.

Other methods of reducing the probability of ex-
ploitation, which should be mentioned for complete-
ness, are bistatic operation, where detecting the trans-
missions does not give us the location of the receiver,
or disguising the radar’s waveform so that it looks as
if its purpose is other than it is. An example of this is
the desire to be able to use conventional civil marine
radar waveforms for military purposes.

This paper, however, will concentrate on what
can be done with the design of the radar itself to mini-
mise its detectability, although the user of such tech-
niques will always be aware of other operational and
scenario-dependent approaches which can be used to
help achieve the same end.

2. LPITECHNIQUES

This section and the next compare the relative
range at which the radar can detect a given target with
that at which a given intercept receiver can detect the
radar’s transmissions. It will then look at how the ra-
dar can design its waveform to minimise the range at
which it can be intercepted. Fig. 1 show a sketch of a
typical scenario to which this might apply:

Intercept

Radar  Receiver

Target

Radar

- .

- L

Radar’s detection range

- =
- L

Range at which radar can be intercepted

Fig. 1. Simple LPI Scenario
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The sensors are assumed to be mounted on ships.
One favoured application of LPI techniques, but by
no means the only one, is for marine navigation. In a
typical tactical scenario the intercept receiver might
be carried on the ‘target’ platform, in which case if the
detection range can be made greater than the inter-
ception range, the radar will be able ‘“To See Without
Being Seen.’! Note that it is not essential to the analy-
sis presented here that the intercept receiver should
actually be on the radar target.

This baseline example is also analyzed in refer-
ence 2. Reference 3 treats the propagation in more
detail, including effects due to multipath and the
curvature of the earth, whilst reference 4 considers
a number of different scenarios. The latter treats the
argument in a slightly different way, so several of its
numerical results are slightly different from those pre-
sented here, but the principles are the same.

2.1 Interception Range

The basic sensitivity equation for interception of
a radar’s transmissions is the same as for a simple ra-
dio link:

SNR= P,G,A,/[4nr2k TB;N:L;F], (1)

where SNR is the signal to noise ratio seen by the in-
tercept receiver; P, is the peak transmitted power of
the radar; G, — is the gain of the transmitter (radar)
antenna; r — is the range; k — is Boltzmann’s con-
stant; 7'is the temperature of the receivers; A, is the
noise figure of the intercept receiver; B;is the effective
bandwidth of the intercept receiver; L; represents the
losses in the intercept receiver and F'is the propaga-
tion factor.

The propagation factor is taken to include inter-
ference due to multipath reflections, which will usu-
ally be predominantly from the earth’s surface, as well
as factors such as attenuation through clear air and
through any precipitation which may be present. For
the purposes of this discussion this factor can be ig-
nored and the analysis will look only at the free-space
numbers, although, as mentioned above, reference 3
includes a more sophisticated treatment of multipath
for one particular scenario.

The product P,G; is the peak effective radiated
power of the radar and is the basic measure of the pow-
er which is available to the intercept receiver when the
latter is in the main beam of the radar’s antenna.

The peak power is used to calculate the sensitiv-
ity of the ESM receiver because it cannot be matched
to the waveform of a specific radar for two reasons: if
the radar is ‘hostile’ the intercept receiver will not be
able to know its waveforms a priori and, in any case,
because it has to be able to detect all the radars in the
scenario, its processing cannot be matched to any
particular one of them.

The beamwidth of the antenna of the intercept
system must also be wide in order to detect signals
coming from all directions, and its bandwidth must be
wide in order to detect signals at different frequencies.
We will see later that all these factors make the ESM
receiver much less sensitive than the radar receiver,
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an inefficiency which, however, in many cases is
more than countered by the fact that the propagation
to the intercept receiver is only one-way, i.e. there is
an 7 term in the dominator of the equation, unlike the
radar case where we will see the familiar 7 term in the
corresponding equation.

In order to reduce the signal to noise ratio which
the intercept receiver can obtain against it, or equiva-
lently, to reduce the range at which the intercept re-
ceiver can obtain the signal to noise ratio necessary to
be able to exploit it, the radar must minimise its effec-
tive radiated power and maximize the bandwidth over
which the intercept receiver will have to look in order
to be sure of intercepting the radar’s signals.

2.2 Radar Detection Equation — Mean Power
Form

The simplest form of the equation for the radar’s
detection performance is probably:

SNR = P,G*\*ot/[(4n)’r*xkTN,L,], (2)

where P, is the mean power of the radar; A is the
wavelength; o is the Radar Cross Section (RCS) of
the target; N, is the noise figure of the radar receiver;
L, represents the losses is the radar receiver and t is
the integration time of the radar receiver.

This form differs slightly from the more familiar
form of this equation, in terms of the radar’s peak pow-
er and the receiver bandwidth, which is introduced as
equation (3) below, but brings out more clearly that
the sensitivity of the radar is a function of the energy
(Py7) which it can direct towards the target.

Note that the two receivers are assumed to be at
the same temperature.

Apart from the term o/r4, the key difference be-
tween the two equations is that the mean transmitted
power replaces the peak power and the integration
time replaces the inverse of the receiver bandwidth.
This is because one consequence of the matched filter
theorom? is that, since the radar knows its own wave-
form, it can use an optimal receiver which coherently
integrates energy over all the frequency components
in the signal and yields a sensitivity which is only de-
pendent on the total energy (mean power x integra-
tion time) received from the target. As mentioned
above, the ESM receiver must be mismatched to the
signal and so cannot achieve this gain.

This version of the radar power budget does
not include the bandwidth of the signal, because the
matched filter in the receiver can coherently integrate
all the received power over the whole of the signal
bandwidth.

Of course, the radar cannot increase its integra-
tion time without limit because this is limited by the
rate at which it must be able to deliver information.

The special cases where the intercept receiver
can try to approach the processing gain possessed by
the radar are discussed briefly in section 6.

The factor G;A?/(4m) in equation 2 is the effec-
tive aperture of the radar antenna, and the equation
makes the assumption that the radar's transmit and re-
ceive antennas have the same gain - the same antenna
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would, of course, normally be usually be used for both
functions.

The loss term is assumed to include both RF and
processing losses. The transmission losses are assumed
tobe included within P, i.e. the latter is assumed to be
the power actually radiated from the antenna, because
and losses in the transmission feed path will affect the
sensitivity of the radar and its ability to be intercepted
to the same extent and so it is best to use definitions
which avoid the need to consider such losses.

Although the best way to design the radar antenna
for LPI is to maximize its gain (strictly, to maximize its
receiver aperture) it is also usually desirable to mini-
mise its sidelobes, to inhibit interception of the radar
signals when the radar is not actually looking at the
intercept receiver. This makes it harder to exploit any
interceptions, since they will become intermittent.

2.3 Radar Detection Equation — Peak Power
Form

The radar range equation can also, of course, be
written in terms of the peak power levels. Although
less ‘fundamental’ than the mean power from, this
version is often used and is also closer to the form of
the interception equation (equation 1). It takes the
form:

SNR = P,G?\*6 Gpc/[(4n)* <k TB.N,L,], 3)

where Gpc is the processing (pulse compression) gain
of the matched receiver and B, is the effective band-
width of the radar signal.

This version is more directly comparable with
the ‘interception’ budget in that it includes the peak
power and the bandwidth, but the radar still possesses
the processing gain of the matched filter, which, by
comparison with equation 2, can be seen to be equal
to the time-bandwidth product of the signals, i.e. the
product of the bandwidth and the integration time. A
more detailed analysis of the two forms will show that
the processing losses (within the term L,) are slightly
different when using the two models, but these rela-
tively minor differences do not affect the general prin-
ciples. A concise way of expressing a key LPI design
goal, derived from comparing equations 1 and 3, is to
maximize the time-bandwidth product of the radar.

3. POWER BUDGETS

3.1. Sensitivity of a typical Intercept Receiver

The sensitivity of ESM receivers is usually quoted
in terms of the minimum detectable signal divided by
the antenna gain:

S= kTB,'N,’L,’.SNRmm/ Gr, (4)

where SNRi» is the minimum signal to noise level re-
quired for detection.

This minimum signal to noise ratio is usually con-
trolled in the receiver by dynamically setting the de-
tection threshold this far above the noise floor. This
measure is thus related to the power density at the
ESM antenna which is necessary to detect the signal.
Since the signal level at the receiver input is equal to
the power density multiplied by the effective aperture
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of the antenna, which is equal to G.A%/4r, the mini-
mum power density which can be detected is actually,

Poin = 4nS/A\2. (5)

The detection range deduced from equations (1)
and (5) is thus:

Fiax = N (P, G/ YA/ (4). (6)

We will now consider a ‘classic’ case of an In-
stantaneous Frequency Measurement (IFM) receiv-
er®. Although this is no longer the ‘state of the art’
for receiver sensitivity, it will serve to show how LPI
became a ‘battle’ between the radar and the intercept
receiver. Fig. 2 shows a sketch of a block diagram of

an [FM receiver.
L0~

TR

00~
DELAY LINE AMBIGUITY
DISCRIMINATORS RESOLVER

Fig. 2. IFM The Principle of the IFM Receiver

The IFM measures frequency using delay line
discriminators. The phase between the direct and de-
layed paths is a measure of frequency, but is ambigu-
ous as the phase can only be measured modulus 2.
A set of delay lines is therefore used, long ones with
a narrow unambiguous range but high resolution and
shorter, lower resolution, lines to resolve the ambi-
guities. The desirable combination of wide frequency
coverage and high accuracy is obtained by combin-
ing the phase measurements using appropriate logic.
Since the set of phase measurements is available from
a single pulse, the frequency can be measured within
the period of a single pulse, i.e. effectively instantane-
ously. The noise figure can be defined by the amplifier
at the input of the receiver, but the Radio Frequen-
cy (RF) bandwidth must be high in order to capture
emitters over the whole range of frequencies and will
be at least 2GHz. However, the bandwidth after the
phase detectors (the video bandwidth) needs only to
be fast enough to capture the shortest pulses of inter-
est, and may typically be 1I0MHz.

This mismatch between the RF and video band-
widths gives the ESM receiver an approximate effec-
tive bandwidth of

Bey ~V(2BrrB)), (7

where Bgris the RF bandwidth and B, is the video
bandwidth.

Using the example bandwidths quoted above the
effective bandwidth of the receiver will be 200MHz.
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In our baseline scenario, the ESM receiver may
be assumed to have an antenna gain of 0dBi, so the
aperture will be A2/(4m). In fact the antenna will not
be omnidirectional, but it will have a wide field of
view, so its directive gain will be low. The need for
a wide frequency coverage will add further losses, so
the net gain will be close to that of an omnidirectional
antenna.

The other parameters of the intercept receiver
may be assumed to be:

Table 1
Components of the Sensitivity Calculation
for an IFM-based Receiver
Noise Figure: 10 dB
Processing Losses: 4 dB
Minimum Signal-to-noise for detection: 17dB

Inserting these values into equation 4 gives a sen-
sitivity of -60d Bmi.

3.2. Detection range of the baseline radar

We consider first how such a receiver can inter-
cept a ‘typical’ pulse-modulated marine radar. The
radar is assumed to have the following key param-
eters:

Table 2

Parameters of the Pulse Radar
Peak transmitter power: 10 kW
Antenna Gain: 30dB
Frequency: 9GHz
(wavelength 3.3cm)
Pulse Width: 100 ns
(Receiver Bandwidth: 10 MHz)
Noise Figure 4dB
Losses 4dB
Pulse Repetition Frequency: 1 kHz
Azimuth beamwidth: 1.2°
Scan rate: 40 r.p.m.
(Dwell Time 5 ms)

The wavelength, the receiver bandwidth and the
dwell time are in brackets because they are derived
parameters.

The radar’s receiver bandwidth has been taken to
be approximately the reciprocal of the pulse length.
The radar is has a lower system noise figure than the
intercept receiver because it has a narrower bandwidth
and is generally better ‘tuned’ to its signals.

The dwell of S5ms allows five pulse to be integrated
across the beam. This is assumed to lead to an inco-
herent gain of 4dB, which lowers the effective band-
width to 4MHz. Putting these figures into equation 3
show that the radar can detect a target with an RCS of
100m? (such as a small ship) at a free-space range of
20km. with 15dB signal to noise ratio.

3.3. Baseline Intercept Range

Inserting the parameters of the pulse radar into
equation 5 gives an intercept range of 250km, i.e.
more than an order of magnitude greater than the
range at which the radar can detect its target.

3.4. LPI Radar Intercept Range

If we follow the principle outlined above and
change the radar design to increase the duty cycle to
100% this will allow us to reduce the peak power from
10kW to 1W without changing the mean power and
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hence without changing the detection performance,
so the radar will still be able to detect the ship at 25km
range.

The radar can be assumed, for convenience, to use
Frequency-Modulated Continuous Wave (FMCW)
modulation, although this is not critical to these high-
level sensitivity calculations. The full set of parameters
of the this radar are listed in table 3 for convenience:

Table 3

Parameters of the FMCW Radar
Mean transmitter power: IW
Antenna Gain: 30dB
Frequency: 9GHz
(wavelength 3.3cm)
[Sweep Bandwidth 10MHz]
Noise Figure 4dB
Losses 4dB
Sweep Repetition Frequency: 1kHz
(Coherent Integration Time 1ms)
Azimuth beamwidth: 1.2°
Scan rate: 40 r.p.m.
(Dwell Time Sms)

Asintable 2, the wavelength and the dwell time are
in brackets because they are derived parameters. The
coherent integration time is also in brackets because
it is derived from the sweep repetition frequency. The
sweep bandwidth is in square brackets because it is not
used in the calculations in this section of the paper.

Five sweeps can be integrated incoherently over
the dwell, in a process analogous to the incoherent
integration of the pulses for the pulse radar. The de-
tection range can be calculated using either equation
3 or, more conveniently, using equation 2 and will,
of course, be the same as that of the pulse radar. Al-
though there may be practical difficulties in achieving
this performance with some CW radar designs, it has
been shown?3 that an FMCW radar can achieve this
performance and this may also be possible in the future
for with radars using noise waveforms for example.

Although it has no effect on the sensitivity of the
radar, the change in modulation has a dramatic effect
on the range at which its transmissions can be inter-
cepted. The reduction in peak power from 10kW to
IW means that the intercept range is reduced by a fac-
tor of 100 to only 2.5km, i.e. the LPI radar can indeed
detect its targets at much greater ranges than those at
which its own transmissions can be intercepted.

The general principle of minimizing the prob-
ability of intercept is therefore to spread the radar
signal as widely in time and frequency as possible in
order to minimise the power density at the intercept
receiver. It is also, of course, valuable to maximize
the uncertainty of its bearing, to prevent the intercept
receiver from using a directional antenna, with a rela-
tively large receiver aperture, which would increase
the receiver’s sensitivity.

4. NARROW-BAND INTERCEPT RECEIVERS

It will be appreciated that the sensitivity of the in-
tercept receiver has been severely limited by making it
‘wide open’ in frequency and bearing. This is needed
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in order to retain a high ‘Probability of Intercept’ so
that the receiver can be sure of rapidly detecting all
the signals which are in the environment. However,
in some cases it might be worth trying to increase the
sensitivity, i.e. increase the intercept range, even if the
probability of being able to intercept the signal over
any given time period has to be reduced as a result.

4.1. Superheterodyne receiver

As an example of a receiver which trades prob-
ability of intercept for sensitivity is the superhetero-
dyne (superhet) receiver. This uses a relatively narrow
band receiver which is swept in frequency to look for
the radar. A typical superhet might have a bandwidth
of 2MHz, giving it 20dB better sensitivity than our
IFM. This would mean that the free-space range at
which our LPI radar could be intercepted would be
increased by an order or magnitude, to 25km, i.e. to
a value which is very similar to the range at which the
radar can detect its target. If the superhet is to dwell
for long enough to be able to characterize the radar,
however, i.e. for several milliseconds, it will now
take several seconds to cover the bandwidth of 2GHz
which our IFM could cover instantaneously. A faster
scan could cover the band much more quickly, but
the shorter ‘dwell’ on each frequency would not al-
low the signals to be characterized, i.e. we would be
trading ‘Probability of Intercept’ against ‘Probability
of Exploitation’ as well as trading both against inter-
cept range.

If the radar is agile from sweep to sweep within
the dwell, or if it is agile from scan to scan but the
intercept receiver cannot cover the whole of its ag-
ile band within a single dwell, then the interception
of the radar’s signals become a probabilistic process.
The process of intercepting the radar in this case can
be modelled by a Poisson distribution, for which the
probability of failing to make an interception is

(1-p)=env ®)
therefore

pi=1-e Y, )
where p; is the probability of intercepting the radar, »
is the number of opportunities for interception and
is the probability of interception on one opportunity.
For example if the superhet dwelt for 1ms, its prob-
ability of being on the right frequency to intercept the
radar at some time within its dwell would be approxi-
mately the ratio between the bandwidth of the radar
signals (10MHz) and the superhet’s search bandwodth
(2GHz) i.e. about 0.005, whereas if it dwelt for only
10us it would cover about a hundred 10MHz-wide
‘windows’ during the radar’s sweep time, so the prob-
ability of intercept would become 1-¢%5=0.4.

There is a steep trade-off between detection
probability and sensitivity. The general shape of this
trade-off is shown in fig. 3.

The effect of an increase in intercept time is mul-
tiplied because if the receiver can only intercept the
radar’s main beam, then if it cannot detect the radar
during the Sms for which the radar is illuminating it,
it will not have another chance to do so until the next
scan, 1.5 seconds later.
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The two cases shown in figure 3, for 90% and 10%
cumulative Pol illustrate the times until the intercep-
tor can be reasonably sure of finding the radar, and
that for which the radar can be reasonably sure that it
has not been detected. The separation between these
lines (approximately a factor of 20 in time) highlights
the important tactical difference which can arise as a
consequence of deciding which criterion is appropri-
ate in a particular scenario.

TIME TO INTERCEPT (Secs)
10000.0

1 HOUR

1000.0 P.0.I.

100.0 4
1 MINUTE

10.0

1.0

b.00L b.0L b 1
PROBABILITY OF INTERCEPT PER SCAN

Fig. 3. Effect of Probability of Intercept on Time
to Intercept the Radar

4.2. Channelized Receivers

The ideal is, of course, to obtain the sensitivity
of a narrow-band receiver with the probability of in-
tercept of a wide-open receiver. The only known way
to do this is to create a series of receivers in parallel.
Figure 4 shows an outline sketch of a channelized re-
ceiver architecture.

R
| X
% —>—|>|—>—
CHANNEL POST
FILTERS PROCESSING

Fig. 4. Outline of a Channelized Receiver

Each ‘channel’ is a narrowband receiver, with
the sensitivity appropriate to such a receiver, but the
multiplicity of such channels in parallel give the cov-
erage of a ‘wide open’ receiver. Non-trivial logic is
required after detection to ‘pull together’ all the in-
formation on the scenario and to suppress potential
artifacts such as those which can occur when signals
straddle several channels. This sort of architecture has
been popular since the late 1980°s where high sensi-
tivity and wide bandwidth are required simultaneous-
ly. Some of the early implementations used analogue
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filters, but modern implementations predominantly
used Fourier transform based techniques to create
the required parallel channels. Such a receiver would
typically have a channel bandwidth, and hence a sen-
sitivity and interception range, equal to that of the su-
perhet, but with 100% probability of intercept against
the main beam of the radar.

As well as providing better sensitivity, the chan-
nelized receiver also allows multiple signals on different
frequencies to be seen simultaneously. This was diffi-
cult with an IFM, but it has become more necessary as
the duty cycles of conventional radars have increased,
so that it is now quite likely that signals from several
radars will be present simultaneously in the receiver.

5. INTERCEPT RECEIVER PROCESSING GAIN

It was mentioned in section 3 that a general-pur-
pose intercept receiver will not have any processing
gain against the radar signals because it does not know
a priori what processing it should apply. Various at-
tempts, have, however, been made to overcome this
limitation. Attempts have been made to obtain co-
herent processing gain against LPI radars, but these
generally fail either if the signal to noise ratio is low
(which is just when the gain is needed), because the
signals are then too corrupted by noise, or else they
are too vulnerable to relatively minor changes in the
radar waveform.

Other approaches have used non-linear process-
ing, but this is easily upset when multiple signals are
present. This is a problem since the LPI signals will be
the weakest of those present and hence the ones most
likely to be lost amongst any spurious signals intro-
duced by the processing.

The relative failure of attempts to create intercept
receivers using coherent processing has led instead to
the idea that one should try to do as well as one could
to match the receiver to the bandwidth and duration
of the signal being intercepted, but without attempt-
ing any coherent processing of it. This is the idea be-
hind the Matched Incoherent Receiver (MIR). This
is a radiometric receiver, i.e. it attempts only to detect
the presence of RF energy but not its characteristics.
It is designed with an RF bandwidth equal to the ra-
dar’s agile bandwidth and a video bandwidth equal to
the reciprocal of its dwell time. Although the details
of such a receiver become specific to the particular ra-
dar, the rule can be applied to the detection of any ra-
dar waveform. It probably represents the ‘worst case’
intercept scheme against the radar and although such
a receiver is unlikely to exist for any particular radar,
it represents a good baseline against which the practi-
cal robustness of a radar’s the LPI performance can
be assessed.

The name ‘Matched Incoherent Receiver’ is
therefore used for this receiver because it is matched
both to the RF bandwidth of the signals to their in-
formation bandwidth, but not to the details of the
waveform. Its use would mean that the radar would
no longer have the advantage of a mismatch between
its bandwidths and those of the intercept receiver, but
only the advantage of knowing its own waveforms.
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This principle allows the intercept receiver to recover
the square root of the radar’s time-bandwidth prod-
uct, and it is, of course, the time bandwidth product
which gives the radar its LPI characteristics. Shirman
et al.” have also reported that the performance of this
receiver is very insensitive to errors in the estimates of
the time and bandwidth of the signals.

To detect the FMCW radar described in section
3.3 and in table 3, for example, the MIR would have
an effective bandwidth of 200kHz, making it 30dB
more sensitive than our baseline IFM-based receiver,
giving it a free-space detection range of about 80km
against the main beam of our ‘LPI’ radar design.

5.1 Trade-off between sensitivity and information

It is noteworthy that in order to maximize its
sensitivity as a detector, this radiometric receiver de-
stroys all the information about the signal. There is an
interesting analogy between this behaviour and the
true, coherent, matched filter>. In the latter case, the
matched filter has a frequency response which is the
complex conjugate of the spectrum of the signal, so
the filtering process removes all the phase information
from the signal and hence destroys the information
about the ‘shape’ of the signal in the time domain.

It is speculated that an efficient detector, by
‘gathering together’ as much as possible of the energy
in the signal will always tend to destroy the informa-
tion which an intercept receiver might otherwise want
to retain in order to identify it.

6. NOISE WAVEFORMS FOR LPI

The design principle of the Matched Incoherent
Receiver implies that the LPI performance is inde-
pendent of the details of the waveform, being driven
entirely by its overall integration time and its overall
bandwidth. From that point of view, noise waveforms
would be expected to have the same LPI characteris-
tics as other CW waveforms such as FMCW.

6.1. Security from Potential Interception Strate-
gies

There are, however, two other benefits of using
random waveforms. The first of these comes from the
consideration that it may in fact be possible to design
practical receivers for deterministic high-duty-cy-
cle waveforms which can exploit their deterministic
properties, even though, as was argued in the previ-
ous section, no practical scheme for doing this has yet
been implemented. No such improvement in sensi-
tivity over the radiometric receiver is possible, against
noise, however, unless the particular noise sequence
is known, and this is not possible if the sequence is
generated at random in real time. The use of random
waveforms thus gives protection against any exploita-
tion of the characteristics of the signal which might
become possible in the future.

6.2. Security from Range-Gate Pull-Off Jamming

The other advantage possessed by a noise wave-
form is that it will defeat the attempt to use a Dig-
ital Radio Frequency Memory (DRFM) to achieve
range-gate pull-off.

The significance of range-gate pull off as a jam-
ming technique, and the way in which increasingly
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more sophisticated jamming and counter-jamming
techniques have developed over successive genera-
tions of equipment is in itself a very good example of
the continuing ‘battle’ between radar and electronic
countermeasures systems, as well as being of practical
relevance for noise radar in particular.

Range-gate pull-off relies on placing a false tar-
get close to the return from the real target, and per-
suading the radar to track the false target instead of
the real one. As illustrated in figure 5, older jammers
could place the false target behind the real one, by re-
transmitting the signal received at the target.

FALSE

TRUE

il

BUT TRACK LEADING EDGE ’]\
Fig. 5. Principle of Range-Gate Pull-Off

The plotsillustrate three successive ‘A-scope’ im-
ages showing the ‘true’ signal reflected from the target
and the ‘false’ signal re-transmitted by the jammer.

The false target is bigger than the real one and is
slowly moved away from the real one by increasing
the delay before retransmission. When the two signals
are well enough separated, the false target is removed,
leaving the radar with nothing to track.

As noted in the text of the lowest ‘A scope,’ how-
ever, a newer generation of radars countered this
technique by tracking the ‘leading edge’ return. This
would, of course, ignore a false target behind the true
one and this was done specifically to defeat range-
gate pull off.

If the jammer is on the platform to be protected,
as is frequently the case, the principle of causality pre-
vents it from creating a false copy of the true signal
which can reach the radar before the ‘true’ return, so
the next step in the battle has been to ‘counter’ the
leading edge tracker by exploiting the repetitive na-
ture of the radar signals and delay the received sig-
nal by slightly less than the pulse repetition interval
(or equivalently, the sweep repetition interval for an
FMCW radar) so that the false signal appears slightly
before the true reflected signal from the next pulse as
illustrated in fig. 6.

w
DELAY BY PRF-A

Fig. 6. Principle of a DRFM - Used to Create
An Up-Range False Target
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The ‘leading-edge’ tracker will then still be de-
ceived into following the false signal. This does not
work against a noise waveform however, because the
signal is non-repetitive, and non-deterministic, so
delaying the signal can never be equivalent to moving
the signal ‘forward’ in time.

It is worth remarking about this is not an ‘LPI’
feature so much as a way of preventing exploitation
of the radar. This can be illustrated by considering the
fact that the repeater jammer can in principle jam the
radar with false targets without being able to detect the
signals . It can repeat a signal which is buried within
the jammer’s own receiver noise and rely on the radar
which is being jammed to use its own signal process-
ing gain to extract the false signal from the noise. - Of
course it would need information from somewhere,
possibly from the known characteristics of the signal,
in order to know the repetition period.

It is important to note that these strengths are
based on the unpredictability of the signals and, at
least in principle, they will be compromised if pseudo-
noise waveforms, using pseudo-random sequences or
the outputs of chaotic systems, are employed instead
of pure noise, although their practical exploitation
would still be very difficult

CONCLUSION

This paper has illustrated how an intercept re-
ceiver can easily detect the signals from a conven-
tional radar at long range, even though its receivers
are relatively insensitive due to the need for them to
be wide open in both frequency and bearing, because
the intercept path uses only one-way propagation (r2)
whereas the radar’s detection of its targets requires
two way (#4) propagation.

LPI radars can overcome the effect of this /# path
loss by using high processing gains which the inter-
cept receiver cannot match. The current interest in
LPI techniques and methods of countering them has
arisen since modern radar hardware has made it prac-
tical to use waveforms with very high time-bandwidth
products.

Classical intercept receiver designs can only over-
come the radar’s processing gain at the expense of a
reduced probability of intercepting the radar, which
may make them tactically ineffective.

More sophisticated channelized receivers, or
special-purpose ‘matched incoherent receivers’ can
recover most of the intercept receiver’s range advan-
tage. It should be noted however, that this is only the
case when the main beam of the radar points at the
intercept receiver. Achieving high intercept ranges is
still difficult against the radar’s sidelobes. The issues
associated with this go beyond what can be discussed
in this paper, but are considered in reference 4.

Noise radars have a theoretical immunity to ‘clev-
er’ interception schemes, and a practical immunity to
up-range false target jamming, but these benefits may
be compromised if pseudo-random waveforms are
used, rather than those which are truly random.

Low Probability of Intercept can be a genuine
and important feature of a radar, but its significance
is scenario dependent.
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The ‘battle’ between designing radars to exploit
increasingly-sophisticated waveforms and intercept
receivers of increasing sensitivity and sophistication
has been played out over many decades in the past
and will doubtless continue into the future.
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[TosiBieHUE MMPOKOMOJOCHBIX PAapOB C OOJbIIUMU
OTHOCHUTEJTbHBIMU JJTUTEIBHOCTSIMY BKITIOUEHUSI TIPUBEIIO
K TOMY, YTO CTaJI0 MPAaKTUYHBIM CO3/1aBaTh pajiapbl C KO-
9¢hGUIIMEHTOM YCUJIEHUST 00pabOTKM JOCTATOYHO BBICO-
KUM IS pabOThl Ha JaTbHOCTSIX, HA KOTOPBIX CUTHAJIBI
9TUX PaJapoB He MOTYT OBITh MepexBaueHbl. JJaHHas pa-
6oTa paccMaTpuBaeT MPUHITUITBI TAKUX PagapoB ¢ HU3KOM
BEPOSITHOCTBIO MepexBaTa U WLTIOCTPUPYET UX MTPOCTHIMU
KOJIMYECTBEHHBIMU TIPUMEpPaMU, CpPaBHUBASI XapaKTepu-
CTUKU C UMITYJIbCHBIMU pafiapaMu ¢ JIMHEIHON YaCTOTHOM
MoayJisilieit curHayioB. B kauecTBe 6a3bl B 1TaHHO# paboTte
paccMaTpuBaeTCs MPUEMHUK C UCTIOJIb30BAHNEM TEXHUKHU
M3MEPEHUsT MOMEHTAJIBHOM YaCcTOThI, HO 00CYKIAIOTCS U
JIpyTHe BO3MOXKHBIC BapMaHThl PagapoB, W MCCIEAYeTCS
MIPOTUBOPEYME MEXIY UyBCTBUTEIBHOCTBIO TiepexBaTta U
BpeMeHeM IepexBaTa. [IpuBoasSITCS apryMeHTBI B O3y
TOTO, YTO COTJIacOBaHHas (PUIBTpALUsI — He JIYJIIU CTo-
€00 repexBaTa pajapa ¢ HU3K0il BepOsSITHOCTBIO TiepexBara.
PaccmarpuBaloTcst TOCTOMHCTBA COMJTIACOBAHHOTO HEKOTre-
PEHTHOTO MpUEeMHUKA, TJe BpeMsl peaeTeKTUPOBAHUS U
IIMPUHA TOJIOCHI MOCT-AETEKTUPOBAHUSI COTIACOBAHbI C
PaIMOJOKALIMOHHBIM CUTHAJIOM, HO OOHApyXKeHHe HEKO-
repeHTHO. Kpome Toro, o6CyXKaaroTcs JOMOTHUTEbHbIE
JIOCTOMHCTBA B 3TOM cdepe, MOTCHINAILHO JOCTYITHbIE
JUTST IYMOBBIX pamapoB. [ToguepkHyTa BaXKHOCTh B BOCH-
HOM CIIeHapy1 HU3KOi1 BEPOSITHOCTHU TIepexBara U, B 4acT-
HOCTH, JIOTIOJIHUTEJIbHOTO TIPUHIIMIIA HU3KOW BEPOSITHO-
CTHU MCTIOJb30BaHMsI CUTHAJIA.

Katouesbvie cr06a: HU3Kasi BEPOSITHOCTb OOHAPYKEH U,
NPUEMHUK-TepeXBaTUMK, paauorepexnar.

Wn. 6. bubnuorp.: 7 Ha3B.
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IMosiBa MIMPOKOCMYrOBUX pajiapiB 3 BEJIMKOK Bill-
HOCHOIO TPMBAJIICTIO BKJIIOUEHHS MPU3BEJa 10 TOTO, 110
cTajo TPaKTUYHUM CTBOPIOBATH panapu 3 KoedillieH-
TOM TTOCUJICHHSI 0OPOOKM TOCTATHHO BUCOKHUM JIJIST OTJISI-
Iy BiZicTaHel, Ha SIKUX CUTHAJIW LIUX pagapiB HE MOXYTh
Oytu mnepexoruieHi. JlaHa po0OoTa po3rismae OPUHLMIIA
TaKuX panapiB 3 HU3bKOIO MMOBIpHICTIO MEePEeXOIICHHS
Ta UIIOCTPYE IX MPOCTUMM KiIbKICHUMU MpPUKIagaMu, M0-
PIBHIOIOUM XapaKTepUCTUKHU 3 IMIYJIbCHUMU pagapamu 3
JIIHIHHOIO YaCTOTHOKO MOAYJIALi€0 curHaimiB. Ak 6a3za y
JaHiii poOOTi pO3TJISIAAETHCS TPUitMay 3 BUKOPUCTAHHSIM
TEXHIKW BUMipIOBaHHSI MOMEHTAJIbHOI YaCTOTH, ajie 00To-
BOPIOIOTHCS 1 iHIIT MOKJIMBI BapiaHTU paaapiB, TOCTiIXY-
€THCS MMPOTUPIYYS MiK YYTJIMBICTIO MEPEXOTUIEHHS i YacoM
repexoruieHHsI. HaBoASIThCST apryMeHTH Ha KOPUCTD TOTO,
1110 y3romxeHa (hibTpallisa — He Kpallliii CIIocio mepexo-
IUIEHHS pajgapa 3 HU3bKOIO MMOBIPHICTIO MEePEeXOILJICHHS.
PosrisinaioTbest mepeBaru y3roJpkeHOro HeKOrepeHTHOTO
npuiimMaua, e yac mornepeaHboro A1eTeKTyBaHHs i IIMpUHA
CMYTH MOCT-AETEKTYBAaHHSI Y3rOMKeHi 3 pajiosoKaliiHUM
CHUTHAJIOM, ajie JIETEKTYBaHHsI € HeKorepeHTHuM. Kpim
TOro, OOrOBOPIOIOTHCS JTOAATKOBI TepeBaru B 1iil cdepi,
MOTEeHIIITHO TOCTYITHI IJIsI IIyMOBUX panapiB. [linkpecie-
HO BaKJIMBICTh y BilICbhKOBOMY ClieHapii HU3bKOI HMOBIip-
HOCTI TIepeXOIUIeHHS i, 30KpeMa, T0IaTKOBOTO TTPUHIIUITY
HU3bKOI IMOBIpHOCTI BUKOPMCTAHHS CUTHAILY.

Karouosi cnoea: mana iMOBIPHICTb IE€TEKTyBaHHSI,
NpuiiMay-TnepexoruTioBay, paaionepexortoBaHHS.

I71. 6. bi6miorp.: 7 HaiiMm.
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RADAR WITH RANDOM VARIATION OF PROBING SIGNAL PARAMETERS

V.V. RODIONOV

This paper utilizes game-theoretic principles in detecting of Gaussian signals against background of Gaussian
noise. We propose the payoff function generalizing signal-to-noise ratio to casual signals. It is found that
potential immunity of radar to electronic countermeasure strategies is only achievable through random
variation in parameters of sounding signals. Performance limits of radar depend on the product of probing
signal bandwidth and its duration. The coherent integration time is to be 2-10 times less than full processing

time of the received signal.

Keywords: jammer, radar, game theory, signal.

1. INTRODUCTION

Statistical Hypothesis Testing theory provides a
basis for procedures of synthesis of optimum detection
algorithms [1,2], the theory gives a principal oppor-
tunity to work out optimum detection algorithms for
any kind of jamming, irrespective of whether detailed
statistical characteristics of signals and jamming are
known, or whether under a priori uncertainty condi-
tions [3, 4].

As current methods of algorithm synthesis use a
model of signal environment allowing the only active
party, that is a radar, the theory is not applicable to
synthesis of detection algorithms, if electromagnetic
countermeasures (ECM) are employed. When there
are electromagnetic countermeasures then there are
at least two active parties, a radar trying to improve
signal detection and countermeasure systems trying
to prevent a radar from operating as well as it might.

Although there isn’t an appropriate theoreti-
cal framework experts have proposed anti-jam tech-
niques. Note that these techniques don’t follow from
solution of any classical synthesis problem. For exam-
ple, there are random changing in signal-carrier fre-
quency, changing of pulse recurrence interval, chang-
ing of signal waveform etc. Most every modern radars
deploy random variation in parameters of sounding
signals against active jamming. Modern communi-
cation systems also use random variation in param-
eters of sounding signals (a.k.a. frequency hopping)
to improve noise immunity. Although these anti-jam
techniques have proved to be practical, developing of
new methods of synthesis and guaranteed immunity
resistance to jamming still attract great interest.

The theory of algorithms synthesis for detecting
signals in electronic countermeasures based on the
model of a game between a radar and jammer can
help to meet these goals. [5,6,7,8,9,10].

2. GAME-THEORETIC MODEL
OF GAUSSIAN SIGNALS DETECTION

A game-theoretical model consists of two players
at least, in our case these are a target and a radar, with
the target always trying to prevent the radar from ful-
filling its task. Since there are two players and the tar-
get and the radar form an adversarial system, their in-
teraction is modelled as a two-person zero-sum game,

122

a.k.a. antagonistic game. On the first stage needed to
choose a function of advantage of game.

For example we have an interaction between a
radar and a target, where the former tries to locate
the target in any kind of bin. The radar operates with
variation in parameters of sounding signals and algo-
rithm of processing of the received signals. The target,
which carries jamming equipment, tries to generate
jamming that could confuse the radar. Thus, this in-
teraction can be represented as a two-person zero-
sum game.

We assume that:

player 1 (radar) has a set of X possible actions to
choose from (pure strategies);

player 2 (jammer) has a set of Y pure strategies to
pick from;

stands for payoff function for player 1:
H: XxY — R (This is criterion for detection effi-
ciency).

The payoff function is critical to choose. On the
one hand the payoff function is one of the ECM-
resistance properties and on the other hand it is sup-
posed to allow the game to have the solution and non-
trivial results.

The quality of detection is normally expressed
as the probability of detection for a given conditional
probability of false alarm (Neumann-Pearson crite-
rion). Since Neumann-Pearson criterion is a special
case of more general average risk criterion the game
was formalized and solved, where average risk is the
payoff function [1].

The solution of the game shows that the most
unfavourable jammer is to come from the detectable
signal [5]. Multivariate density of probability of the
most unfavourable jammer is expressed as multivari-
ate density of probability of the detectable signal:

W,(0=(1-2) S WO (x). (1)
k=0

Where A <1 reciprocal to comparison threshold
of likelihood ratio of Bayes optimal algorithm:

W, (x)@W,(x)®W,(x) >/ 1
W,(x)®W,(x)

<’
WO (x) = W, () O W, (x) @+ @ W, (x)
[
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denote convolution of k of probability density W, (x)
of the detectable signal; W, (x)probability density
function of noise.

Correlation function of this kind of jammer and
correlation function of the suppressed signal agree
within constant multiplier. When the jammer tries to
mask Gaussian signal, the radar gets multi-compo-
nent Gaussian distribution.

Let us compare characteristics of a finite-state
masking jammer and characteristics of Gaussian
masking jammer with the equal power when Gaus-
sian signal is suppressed (Fig. 1). The diagram shoes
that the lines of these two types of jammers are almost
coincide. This lets us make a feasible conclusion that
the most unfavourable jammers are to be found the
range of Gaussian noise.

1

Pp

Gaussian

0.1 /
4

0.01

A=0.5,N

1]
£

Pr

0.001
10 106® 10™ 10 102 10" 10™

Fig. 1. The performance of detection

We assume that the radar system in operation can
use signals of some set: S, ={s,(f;a): ae A} with that
the received signals are random and can be presented
as a model of a Gaussian process. Correlation function
of the signal reflected from the target K (z,u;a) de-
pends on parameters chosen by the radar. For exam-
ple, these parameters can be carrier frequency, code
phase modulation or some other signal parameters. In
this case the received signals belong to the set:

T
S :{s(t;a) : j K (t,ta)dt=E,, a GA}, ()
0

which we denote as the set of detectable signals
Where: E, denote average energy of the received
signal in a time T; a stands for the n-dimensional
vector of non-power controlled signal parameters;
A stands for the set of possible values of signal pa-
rameters; s(t,a) stands for complex random Gaus-
sian process with zero mean and correlation function

Ks(t,usa).

Assume that a choice of any of the signal param-
eters a e A in (2) and of algorithm for its processing is
a strategy for the radar.

The strategy for the jammer is the ability to gen-
erate any Gaussian jammer with zero mean and finite
mean energy E, in a time T. Since Gaussian process
is completely determined by its mean and the correla-
tion function, the strategy for the jammer is to choose
any of the jammer correlation function from the set:
K, (t.u)

Applied Radio Electronics, 2013, Vol. 12, No. 1

{Kn(t,u): fKn(z,z)dst,,}.
0

The jammer has pure strategy since if the jammer
has mixed strategies (that is selection of the correla-
tion function K, (#,u) in relation to some probabil-
ity measure) this generalizes potential interference to
multy-Gaussian interference.

In order to determine the payoff function it
should be kept in mind that for every round of the
game the goal is to locate Gaussian signal s(z;a)
(with parameter a € A , which is known to the receiv-
ing end) against the background of Gaussian jammer
with correlation function K, (#,u) and white Gaussian

noise with spectral density Ng/2.

It is common knowledge that against background
of white noise and Gaussian jammer with correlation
function K, (#,u) optimum Gaussian detector with
correlation function K (#,u;a) calculates statistics for

L( x) and compares it with threshold ¢ [2]:

2
Lx)=Y >/ e, 3)
k

Where: x(t) stands for realization of the detect-
able signal; a, and ¢, (#) denote eigenvalues and ei-
genfunctions of the integral equation:

o

T *
[x(0)0y (1)t
0

k
I+ay

T T
[ K, (tu2)0 ()du = o [ Ky (1) (), (4)
0 0

¢, (f) which incorporates the complex conjugate
function ¢, (#). The eigenfunctions are normalized
with the condition:

TT
[ [ Ks ()b )y (dudi =1,
00

where K (f,u) = K, (t,u) + %B(I -u).

Keep in mind that the eigenvalues and eigen-
functions of the integral equation (4) are equal to the
eigenvalues and eigenfunctions of the integral opera-

tor. K;'K, . Where K denotes the integral operator
whose kernel is equal to the sum of correlation func-
tion of the signal K, (#,u) and the correlation function

of the interference of white noise: %S(t—u), K,

denotes the integral operator whose kernel is equal to
the correlation function of the signal K, (t,u;a) ; K3'
stands for the operator which the converse of K .

Account for x (t) stands for complex Gaussian
process for both hypotheses we define the character-
istic function of L(x) with no signal (hypothesis HO)
and having the signal (hypothesis H1) as:

-1
_ _ Oy
®(v/H0)—1:[(1 W1+ak] , .
o/ H)=T](1-wa,)"
k

(1 denotes imaginary unit)
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In relation to the expression (3) infinite number
of channels is required for realization of optimal al-
gorithm. If the channels are restricted to some finite
number then performance calculation for detection
parameters is based on the characteristic functions
with finite number of multipliers (5) and the probabil-
ity calculation of false and successful detection based
on these formulas can make use of the technique pro-
posed here: [11].

As it follows from (5) detection characteristics
are completely determined by distribution of the ei-

genvalues ok of the integral equation (4). See that
o, 1s signal-to-noise ratio at the output of the k-th
processing channel (symbol &, in Fig. 2).

Then we define ) a, asthe total signal-to-noise

k
ratio on all channels of processing. The higher this
value is, the better is detection and vice versa.
This gives us the reason to propose the sum of
eigenvalues of the operator as the payoff function

K;Ks (the trace of the operator), the payoff function

generalizes signal-to-noise ratio to casual Gaussian
signals and agrees with signal-to-noise ratio at the
output of the linear part of the optimal detector when
detecting quasideterministic signals.

Thus we assume the trace of the operator K;'K
as the payoff function is given as:

TT
H(a,K,)= j j K\ (t,u)K (u,t;a)dudt,  (6)
00

where K;'(t,u) stands for the kernel of the integral

operator (K, + l)_l , I — for the unity operator.

The electronic countermeasures system tries to
reduce (6) by make a selection from the jammers with
the correlation function. K, (¢,u) By contrast, the ra-
dar tries to find probing-signals a € A which are able
to increase (6). The processing algorithm (3) remains
optimal in the process.

3. GAME SOLUTION AND CONSIDERATION
In the general case game with the payoff function
(6) hasn’t got a saddle point in pure strategies. We al-
ways have:
n}(in max H (a,K,)>max n}in H(a,K,)

n

Specifically, this means that if the parameters of
the detectable signal are known to the jammer, then
there exists the Gaussian jammer with the correlation
function to make the smallest signal-to-noise ratio at
the output of the linear part of the receiver.

This game has a saddle point in mixed strategies.
Under given conditions, only player 1 (radar) has the
mixed strategy, and pure strategy is always the opti-
mal one for player 2 (jammer).

The payoff function in mixed strategies is given as:

TT
H(u,.K,)= j j K (t,u) K (u,t)dudt ,
00

where: K (t,u)=.fKS(t,u;a)dua, p, stands for prob-
A

ability measure defined on the set A. This is mixed
strategy of the radar. The correlation function K (#,u)
we shall call the correlation function of the set of de-
tectable signals.

Subject to the limitation (2) the correlation func-
tion K (#,u) can be expanded to series of eigenfunc-
tions

K (t,u)=E> v, (O, (u)
k

where >y, =1.
k

The minimum value H(n,, K,,) is achieved when
the jammer’s correlation function can be expanded by
the same system of eigenfunctions

Kn(t,u)zzkk\l/k(t)\ﬁ(u), ZKk <E,. (1)
where: k k
Yk
H(u, K)=EY — . ®)
;kk +N, /2

Minimizing (8)X, subject to the limitation

D> ki <E,, &, 20 we obtain

3
12
(E +m&jL—ﬂ,kﬁm
n 2 m 2

i )

i=1

0
}\.k:

0, k>m.

Theeigenvalues y, areindescendingorderoftheir
values, m stands for the largest integer for which the
. . . . n 2E
inequality Aj, >0 is true, viz v,,> > > v/ [N” + mj

k=1 0

matched filter
(D

square

:!\\‘

| detectorp [~

x(t)

=T
% compara
] 1+ o + tor T™—*

e

matched filter | & square

o () | detectorp

l -
1+ oy

Fig. 2. Optimal detector diagram
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Account for (7) and (9) we shall get that the cor-
relation function of the jammer is given as the finite
series:

K2(tu)=3 20y () ()
k=1

and the price of the game is:

H(u).K)) = o No/z(zﬁj

The expression for the correlation function of the
worst-case jammer agrees with the similar expression
which was proposed in [6], where the game-theoretic
was used assuming that the signal is known. It implies
that optimal strategy for the jammer doesn’t depend
on the type of signals randomness, whether it is deter-
mined by radar, whether it is determined by the me-
dium or both.

In many cases the signal is random due to multi-
plicative noise, and the correlation function is given
as:

K (t,u;a) = Esp(t,u)s(t,a)s*(u,a) s

where p(z,u) stands for the correlation function of the
fluctuation of the complex envelope of the detectable
signal, which is independent from a; s(¢,a) denotes

the final complex function; s (z,a) denotes complex
conjugate function s(z,a) .

It is found in [7] that if controlled parameters of
the signala e A are nonpower kind then selection of
this parameter with equal probability is the optimal
mixed strategy for the radar.

In this case the eigenvalues and the eigenfunc-
tions of the integral equation (4) are given as:

Evprypy 2t = (1—26,} kel,
(10)

o = 2E jeJ 0 jeJ
2 kel.
N,

0

v @Ohta), kel,
0 (1) = {\uk(t)s(t;a), kel.

Where v, and y,(#) denote the eigenvalues and
the eigenfunctions of the correlation function of the
fluctuations; p(#,u) , B, and f,(¢) stand for the eigen-
values and the eigenfunctions of the correlation func-

tion. j s(t,a)s" (u,a)dp, .
A

Arrange the outcomes of eigenvalues v, in
decreasing order and give then numbers 1,2, .., &, in
such a way, that Vi, B i will be the k-th member of the
sequence.

Then

E, +m%
g- o I =iy b T =iy fasesdin ) »
ZVI/ZBI/2
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m stands for the largest integer for which the in-

equality
V722 < v1/2[31/2 2F, L m
im Jm ik jk N
k=i 0

is true: Function h(t;a) agrees with:

h(t;a)=s(t;a)— Z[ Nl/2 }s (a)f; ().
JjeJ QB

See that this is the weight of the optimal detector
of deterministic signals s(t;a) with random variation
of parametera e A against background of worst-case
Gaussian noise [8].

Hence the algorithm for the optimal detector
of random Gaussian signals against background of

worst-case (Gaussian noise is as given:
2

T
Lx)=3 > I X (DR (a)di| +
kel 0
2Ev, /N, |t 2
_ sk 70 * £,
+/§]1+2E5Vk/NO !X(t)Wk(t)S (ta)dt] >c. (11)

With a view to simplification of the algorithm
the second item of the sum (11) can be omitted. This
is tantamount to eliminating of the lower line in the
brace in the expression (10) The technique proposed
in [9] allows developing corresponding performance
characteristics. In case of long-term fluctuations

when the eigenvalues of ax don’t agree the formulas
for probabilities of false alarm and successful detec-
tion are as given:

Successful detection:

I-exp(—c/q;
Fo=1- Z}fu)
le 1_7]

j#lz:'[el( “i]

False alarm probability:

PF=H(1 Zexp(—c-(1+oc-)/ou)
iel 161(1+0L)H(1—7j)

Jj#ijel

Where ¢ denotes the relative detection threshold

4. POTENTIAL NOISE-IMMUNITY OF RADAR
WITH A RANDOM VARIATION
OF THE PROBING SIGNALS

We ask, not whether there is an optimal type of
signal which provides the highest of radar noise-im-
munity?

To search for such signals, it is desirable not to
limit their set parametric representation, and enter
only significant limitations, implementation of which
necessarily from physical considerations.

Such restrictions can be considered a frequency
band in which the radar can operate, the time of co-
herent and incoherent accumulation.

Signals received by the radar are random due to
fluctuations the reflecting surface of the target.

These fluctuations are multiplicative noise:
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s(r,a) =&(1)s,(t,a)
where &(f) — Gaussian random process; s,(f,a) —
probe signal; &() varies slowly compared to s (#,a) .
We approximate the multiplicative interference
by sequence pulse (Figure 3):

) | [ rel07)
&(t)—lZa,- (t-iTy) , (’)‘{o,ze[o,m‘
Then

S(taa):zé;isi(t_i]—z)!ai)'
tew

»

=1 4 |

Fig. 3

It is known that the signal can be represented as
a series of orthogonal functions. These functions are
eigenfunctions of the integral equation:

Ty .
[ SMCTVEZD) iy =16, (1), 1210,T; ]
0 2nAf(t-u)
and are called circular spheroidal. They have a greater
concentration of the spectrum in the band Af .

As shown in [10] is enough to choose the length
of the series n=[AfT] ([x] — integer part of x).

Thus, the set of probing signals of duration T and
the width of the spectrum Af is of the form of:

N-1n-1
S= {s(t,a) :s(t,a)= Z Zaik‘{’k(t—iTO)} .
i=0 k=0

Here a; — the parameters selected on the side of
the radar.

In [10] is shown that, the parameters are selected
independently for each piece of the signal in the time
interval [iT;,(i +1)T].

The parameters are selected inside track equally

NI
likely from ensemble: {a: > |a,|2 = 1} :
i=0

Parameter detection a, can be written as:

P
])n+AféVO

Here P; is the signal power, P, is the jammer
power, v, — the eigenvalues of the correlation matrix
of sequence ;.

Detection characteristics depend only on the
multiplicative noise and on the product width of the
spectrum of signals on duration. The parameters of

(10)
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the partition into intervals of duration TO only affect
the precision of the multiplicative noise.

Equation (10) determines the optimal noise im-
munity of radar when using continuous signals. If you
are using pulsed signals, parameter of the detect will
take type:

P

s *
ak—mAﬁnd.
n+ 2

T . .
Here —+ — pulse on-off time ratio.
T

Thus, the potential noise immunity of a pulsed
radar inversely proportional to the pulse on-off time
ratio.

It is consider the case when the observation time
can be divided into n non-overlapping intervals. In
each interval can be a coherent accumulation, and
fluctuations in the adjacent intervals between them-
selves independent. If the duration of coherent accu-
mulation is Tkogthen n=T/T,,, .

In this case o, =d? :afozl :
n

Working feature of detection is easily determined

in terms of the chi-square distribution with 2n degrees
X N-
1

of freedom: F(x;2N)=|———¢"/%dt:
(%:21) £2N(N—1)!
11 _p.
Py=1-F LPI;’Z”);Z,? ,
1+d

Here P;— detection probability; Pr— false alarm,
F7'(x;2n) — the inverse F(x;2n).

The value of parameter detection a’02 , required to
provide a given probability of correct detection and
false alarm can be obtained from the expression:

) F"(l—PF;2n)_1 )
(U -1

F—(1-Py;2n)

On Fig. 4 shows the parameter detection d? on
the ratio between the total accumulation time and

time coherent integration n for the probability of false
alarm Pr=10-8.

200 I
do? Py=10"
150 Pp=0.9 -
Pp=0.8
100 Pp=0.7
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From the figures it is clear that for a fixed prob-
ability of false alarm, there is an optimal ratio between
the total accumulation time and time coherent inte-
gration n, which requires minimum value detection

a'g to provide the required detection probability. This
optimum is the more pronounced the greater the re-
quired probability of correct detection.

On the other hand the optimum is not sharp and
close to optimal values are obtained in the range.
2<n<10.
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Panap co ciyyaiiHoii Bapuanmeii napaMeTpoB 30HIUPY-
omero curiana / B.B. Poguonos // IlpuknanHast paguo-
5JIEKTPOHUKA: Hay4.-TeXH. XypHai. — 2013. — Tom 12. —
NeI.—C. 122—-127.

B cTatbe paccMoTpeHO OOHAPYKEHUE TayCCOBBIX CUT-
HaJIOB Ha (hoHe rayccoBa IIymMa ¢ MCIOIb30BaHUEM MPUH-
UMoB Teopuu urp. [pennoxeHa GyHKIMSI KOMIIEHCALIUM,
0000111a10111as1 OTHOIIIEHWE CUTHAJ-IIYM Ha CiydyaiiHble
curHanbl. [TokazaHo, 4YTO MOTeHIMATbHAS YCTOMUYUBOCTD
pajapa K cTpaTerusiM pajuo3JeKTPOHHOTO MPOTUBOACH-
CTBHUSI JOCTMXKMMA TOJbKO MPU CIy4ailHOM HM3MEHEHUU
rapaMeTpoB 30HAUpYIoIIero curHaia. [MoTeHIMaTbHbIE
BO3MOKHOCTH pajiapa orpenessiioTcsl Mpou3BeIeHUeM 0~
JIOCHI YacTOT U JUIMTEJbHOCTH 30HIMPYIOLIETO CUTHAasa.
BpeMst KorepeHTHOro HaKOIUJICHUS TOJDKHO ObITh B 2—10
pa3 MeHbllle TOJHOIO BpeMeHU 0OpabOTKM IMPUHSITOTO
CUTHaJA.

Katouesble cn06a: MOCTAaHOBIIMK TIOMEX, paaap, TEO-
pUsl UTp, CUTHAJT.

Wn. 04. bubauorp.: 11 Ha3B.

VYIK 621.37

Panap 3 BUNaaKoBOIO 3MiHOI0 MapaMeTpiB 30HIYBaJIb-
Horo curHaiy / B.B. PomionoB // IlpukiagHa pamioenex-
TpOHiKa: HayK.-TexH. XXypHai. — 2013. — Tom 12. — Ne 1. —
C. 122-127.

VY cTaTTi pO3MISIHYTO BUSIBJICHHSI TayCOBUX CUTHAJIIB
Ha TJ1i TaycoBOi MEPelKOAN 3a BUKOPUCTAHHS MPUHIIM-
B Teopii irop. 3anporoHoBaHO (PYHKIIiI0 KOMIIEHCcALIii,
110 y3arajJbHIOE BiTHOIIEHHS CUTHAJ-IIYM Ha BUIAAKOBI
curHanu. [lokazaHo, 1110 MOTeHIIiliHA OMiPHICTb pagapy 10
cTparteriii pagioeJeKTPOHHOI MPOTUIil TOCSKHA TUIBKY 3a
BUIIAJIKOBOI 3MiHM MapaMeTpiB 30HIyI0Y0ro curuany. I1o-
TEeHILIiAHI MOXJIMBOCTI pagapa BH3HAYalOTbCS TOOYTKOM
CMYTH 4acTOT i TPUBAJIOCTI 30HIYI0YOro curHany. TepMiH
KOT€pEeHTHOTO HaKOIMUUYeHHs Mae 0yt B 2—10 pa3iB MeH-
LM Bil TOBHOTO Yacy 0OpOOKM MPUIHITOIO CUTHAITY.

Karouoei croea: MOCTAaHOBHUK 3aBaj, pagap, Teopis
irop, CUTHal.

I1. 04. Bi6miorp.: 11 Haiim.
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INTEGRATED AND MAXIMAL SIDELOBE LEVELS OF NOISE SIGNAL

P.L. VYPLAVIN

One of the most important characteristics of a radar signal is sidelobes level. It is known that it is possible
to build a noise signal generator with power spectrum shape close to Gaussian. Such signal can provide
rather low sidelobe level. On the other hand, it is well known that randomness of noise signals leads to
randomness of resulting range profiles which is observed as residual fluctuations of autocorrelation also
called as processing noise or noise floor. Increase of signal time-bandwidth product leads to decreasing of
such residual fluctuations. Residual fluctuations can be a big drawback of noise signal for some applications
and can be neglected in other ones. Current work is dedicated to numerical and experimental investigation of
properties of noise signal. Because residual fluctuations are spread over the range profile, we have chosen such
parameter as integrated sidelobe ratio of the signal (ISLR) to be used for analysis of the signal performance.
We estimated ISLR for modeled noise signal with various parameters. Besides, through analysis of reference
channel of existing noise radars we estimated ISLR for real systems.

Keywords: sidelobes, noise signal, residual fluctuations.

1. INTRODUCTION

Main characteristics of radar signal are range
resolution and sidelobe ratio. Normally, resolution is
specified by width of autocorrelation function of the
signal. Resolution describes the minimal distance be-
tween targets responses at which they can be detected
separately. Sidelobe level is measured as amplitude
difference between the main peak and side peaks of
the autocorrelation function. In practice low sidelobe
level enables detection of weaker targets in the pres-
ence of stronger ones. In the case of correlation re-
ceiver both resolution and sidelobes level are specified
by the frequency spectrum shape of the signal. There
are numerous approaches to making signals having
low sidelobe levels [1]. One of the possible solutions
among them is generation of noise signal having pow-
er spectrum shape close to Gaussian [2]. This can be
achieved by generation of low frequency noise signal
with Gaussian probability distribution and using it
for modulation of voltage controlled oscillator. This
gives random signal with smooth frequency spectrum
having low sidelobes. Besides low sidelobes level such
noise waveform gives additional benefits to the radar
such as best electromagnetic compatibility, high in-
terference immunity, low probability of interception.
On the other hand, noise signals suffer from residual
fluctuations in range profiles [2, 3]. Those residual
fluctuations are caused by randomness of the signal.
They have noise-like structure and depend on the
time-bandwidth product of the sounding signal rather
than on spectrum shape. Nevertheless, their influence
on the resulting performance of the radar is similar to
influence of sidelobes: they lead to masking of weak
responses by the strong ones. Current work is de-
voted to numerical and experimental investigation of
sidelobes of noise waveform. In order to characterize
the sidelobe levels over the range profile we have cho-
sen such parameter as integral sidelobe ratio (ISLR).
It is given as ratio between energies of mainlobe and
sidelobes. We analyze variation of the ISLR as func-
tion of signal base. We start by description of basic
principles through numerical simulation and then give
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some results of experimental investigation. The latter
has been done using noise signal taken from channels
of Ground-based Noise waveform SAR systems oper-
ating in Ka-band and X-band [4, 5]. In the first system
noise signal is generated using frequency modulation
of VCO by thermal noise. In the second one it is made
using generator based upon dynamical chaotization
of microwave oscillations. As the result we find pa-
rameters of the radar under which ISLR is limited by
residual fluctuations and under which it is determined
by the autocorrelation function sidelobes.

2. ISLR OF NOISE SIGNAL

ISLR is relation of total energy of the sidelobes
to the energy of the mainlobe. Normal sidelobe ratio
describes how effective the signal is for detection of
two targets with various amplitudes. ISLR describes
properties of the signal for conditions when multiple
objects are likely to be present in the range profile.
We evaluated it as sum of squares of all correspond-
ing discrete values. It must be noted that integration
is done for the limited time period which cuts off part
of the sidelobes energy. This simplification was used
because in most practical applications ranges of ob-
servable targets with significant response amplitude
are limited by physical factors.

Fig. 1 shows example of modeling of ISLR for
noise signal for various numbers of integrated pulses
and ISLR for chirp and windowing function. Pulses
are assumed to be independent from each other. It
can be seen that integration of large numbers of pulses
lead to approach of the resulting ISLR to that of the
window. Residual fluctuations at lower widths of the
window are caused by decrease of the time-bandwidth
product of the signals.

3. EXPERIMENTAL INVESTIGATION
OF NOSE RADAR ISLR

We estimated ISLR using the described above
approach for two radar systems designed in LNDES.
An X band coherent pulse radar uses chaotic oscilla-
tor for generation of noise signal with bandwidth of

Applied Radio Electronics, 2013, Vol. 12, No. 1
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Fig. 1. ISLR for noise signal with various numbers of integrated pulses

250 MHz. This signal is used to form succession of
100 ns pulses filled up with noise. The number of ra-
diated pulses can be varied in order to tune between
low residuals and fast acquisition. Part of the trans-
mitted signal is coupled, down-converted and fed to
ADC as a reference. We used this reference signal in
order to estimate the ISLR. It has to be noted that this
approach doesn’t take into account the influence of
non ideal receiver to the signals. Figure 2 shows ex-
ample of autocorrelation function estimated over
9400 pulses (time-bandwidth product of the signal is
about 235000). It can be seen that the first sidelobe
has quite high amplitude (about -12 dB with respect
to the maximum). Besides, there is a peak in the au-
tocorrelation at 39 ns which is caused by reflections of
the signal in antenna feeding path and not ideal isola-
tion.

Amplitude, dB

0 20 40 60 80 100
Delay, ns

Fig. 2. Autocorrelation of pulsed noise radar signal

Figure 3 shows dependency of the ISLR on the
number of integrated pulses. Maximum time-band-
width product of the signal in the plot (at number of
pulses equal to 94) is 2350. ISLR sets at value of -8 dB
at 15 integrated pulses and doesn’t get lower at higher
numbers. This is caused by high level of sidelobes in-
herent to the radiated signal shape so that noise re-
siduals doesn’t make strong impact on the ISLR when
integration time exceeds 2 us.

In a Ka-band noise radar low frequency noise
signal is generated using thermal noise, this signal is
used for modulation of high frequency VCO oscilla-
tions. Parameters of the modulation can be adjusted
leading to changes in the frequency spectrum of the
signal such as central frequency and bandwidth.
The shape of the spectrum is determined by both

Applied Radio Electronics, 2013, Vol. 12, No. 1

amplitude distribution of the modulating signal and
by high frequency filters of the transmitter. In the case
of relatively narrow low amplitude of the modulating
signal the spectrum has bell-like shape and low band-
width, otherwise, the spectrum has complex shape
and higher bandwidth. The radar operates in continu-
ous regime. As in the previous case, we used only the
reference signal for the estimations.

0
=2

e
A
Al

-12

ISLR

|

0 10 20 30 40 50 60 70 80 90
Number of integrated pulses

Fig. 3. Dependence of ISLR on the number
of integrated pulses

We fixed the integration period for ISLR at
2 us which corresponds to scene length of 300 m (this
value is practical for our radar). The data were divided
into chunks each containing 2 us of sounding signal.
Autocorrelation was estimated using each chunk and
such estimations were integrated. Fig. 4 shows ex-
ample of autocorrelation for the case of signal band-
width 385 MHz and 96 MHz for and integration
time 0.1 s (Time-bandwidth product of the signal is
about 38500000 and 9600000, respectively). It can be
seen that the signal with higher bandwidth has much
higher sidelobes. This is explained by the shapes of the
spectra shown in fig. 5: signal with narrower band has
smoother power spectrum shape and, consequently,
has lower sidelobes of correlation function.

Fig. 6 shows dependence of ISLR on the amount
of integrated data (or integration time) for various
bandwidths of the sounding signal. Corresponding
power spectra are shown in figure 5. Linear in loga-
rithmic coordinates part on the plot starting at inte-
gration time 10000 ns corresponds to the improving of
signal to noise ratio with increase of integration time
(at this level ISLR is limited by the random residuals
in the response). Above the certain integration time
the random residuals are not the limiting factor and
the ISLR is determined by the sidelobes of the signal.
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This is seen as a horizontal part on the plots at higher
integration times. This means that we observe influ-
ence of two factors on the ISLR level.
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Fig. 4. Autocorrelation of CW noise radar signal

CONCLUSIONS

In the work, we have carried out experimental in-
vestigation of integrated sidelobe level of noise signal
using example of two noise waveform radars operating
in X-band and in Ka-band. It has been shown that in
practice both the sidelobes and residual fluctuations
can be limiting factor for the ISLR level. Increas-
ing of signal time-bandwidth product enables to de-
crease influence of the residual fluctuations. Besides,
it has been shown that noise waveform generator us-
ing noise modulation of voltage controlled oscillator
can generate noise with frequency spectrum rather

similar to Gaussian shape and as the result having low
ISLR. The results can be used for specifying practical
regimes of noise radar operation whereas integrated
levels of residual fluctuations and sidelobes are of the
same order.
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MHTerpaibHblii H MAKCHMAJIBbHDIIA YPOBHH GOKOBBIX Jie-
necTkoB mymoBoro curiana / [1.JI. Beimnasus // [puknan-
Hasl paJMoaIeKTPOHMKA: Hayd.-TeXH. XypHai. — 2013. —
Tom 12. —Ne 1. — C. 128—131.

YpoBeHb OOKOBBIX JIETIECTKOB SIBJISIETCS OJHON W3
HamboJsiee BaKHBIX XapaKTEPUCTUK PaTMOIOKAIIMOHHBIX
curHasioB. M3BeCTHO, YTO BO3MOXHO CO3JaHUE TeHepa-
TOPOB IIyMa ¢ (popMoii criekTpa, 0JM3KOI K rayCCOBOIA.
Taxoii curHan obecreuynBaeT Majblil YpOBEeHb OOKOBBIX
seriecTkoB. C Ipyroii CTOpOHbI, U3BECTHO, YTO CIyvyaliHast
MpupoJa IIYMOBOTO CUTHaJA MPUBOAUT K CIIy4aiiHOCTH
Pe3yJIbTUPYIOIIUX Tpoduieii NaJTbHOCTH, HaOII0AaeMBbIX
B BUJE OCTAaTOUYHBIX (DIIyKTyaluii aBTOKOPpEISIIUM, Ha-
3bIBAEMBIX TAKXKe IIIyMOM 00pabOTKH, MY (POHOBBIM IIIy-
MoM. [loBblllIeHe MPOU3BEAECHUST JITUTEIBHOCTU CUTHA-
Jla Ha IIMPUHY MOJIOCHI MPUBOINUT K YMEHBIIEHUIO TaKUX
OCTaTOYHBIX (puiyKTyamuii. B ogHUX pamapax ocTaTOYHbIH
1IIyM MOXeT OBITh OOJIBIIION MPOOIEeMOit, B APYTUX OH MO-
KeT ObITh, HA00OPOT, MpeHeOpexxumo Mai. JaHHast pa-
0oTa TIOCBSIIIIEHA YMCICHHOMY UM 3KCIEPUMEHTATbHOMY
WCCJIETOBAHUIO CBOMCTB 1IIyMOBOTO curHaja. [TockoabKy
ocTaTouHble (IYKTyalluu pacrpeesieHbl Mo Mpoduiio
NaTbHOCTU, MBI UCITOJIb30BAJIM TAKOU MapaMeTp, Kak WH-
TerpajbHbIil ypoBeHb 00KOBBIX JierniecTkoB (UYBJI), mnst
a”Hayim3a cBoicTB curHaja. Mur ouenwau MYBJI mnsa mo-
JIeJTMPOBAHHOTO IIIYMOBOTO CUTHAJIA C pa3IMYHbIMU Tapa-
metpamu. Kpome TOro, mocpeacTsoM aHajii3a OTIOPHOTO
CHUTHaJIa CYIIEeCTBYIOLIMUX IIIYMOBBIX pagapoB Mbl OLIEHUIU
NYDBJI peanbHbIX crucTeM.

Knroueswvie crosa: G0OKOBbBIE JIETIECTKU, ITYMOBOM CUT-
HaJl, OCTaTOYHbBIE (DIIYKTyaluu.

Win. 6. Bubnmorp.: 5 Ha3B.
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YIK 621.37

InTerpanbHMii TA MAKCMMAJIbHUIA PiBHi 00KOBHX IEJIIOC-
TOK mymosoro curnany / I1.J1. Buniasin // [IpukinanHa pa-
JIioeIeKTPOHIKa: HayK.-TeXH. XXypHai. — 2013. — Tom 12. —
NeI.—C. 128—131.

PiBeHb OiYHMX TEIIOCTOK € OJHIE 3 HaKWOLIbLI
BaXKJIMBUX XapaKTePUCTUK pPamdioJoKAlifHUX CUTHAaIiB.
BinoMo, 1110 MOXJIMBO CTBOPEHHSI T'€HEpaTopiB IIyMy 3
dopMoro criekTpa, 0J1U3bKOI0 A0 raycoBoi. Takuil curHai
3a0e3reuye MaJuil piBeHb OIYHMX TEIIOCTOK. 3 iHIIOTO
00Ky, BilOMO, 1110 BUMAAKOBa MpPUpoaa IIIYMOBOIO CUT-
HaJly MPU3BOAUTL MO0 BUMAAKOBOCTI PE3YJIbTYIOUMX MPO-
GiiB JaJbHOCTI, CIIOCTEePEKyBaHUX Y BUIJISIAL 3aMILIKO-
BUX (uIyKTyalliii aBTOKOpeJsllii, 3BaHUX TaKOX IITyMOM
00po0OKu, abo oHOBUM IIyMoM. IlinBuilleHHSI JOOYTKY
TPUBAJIOCTI CUTHAJY Ha LIMPUHY CMYTM TPU3BOAUTH J0
3MEHILEeHHSI TaKUX 3aJUIIKOBUX (ayKTyauiil. B omHux
pajapax 3ajJMIIKOBUN IIyM MOXe OyTM BEJMKOIO IMpO-
071eMO10, B iHIIMX BiH MOXe OyTH, HaBIIaKu, 3HEBa>KHO
Manuii. JlaHa poboTa npuUcCBsYeHa YMCEIbHOMY Ta €KCIle-
PUMEHTAJILHOMY JOCiIKEHHSIM BJIACTUBOCTEM IITyMOBOTO
curHaiy. OCKiJIbKM 3aJIMILIKOBI (hJIyKTyallii po3MoijieHi 3a
npodijsieM JaabHOCTi, MU BUKOPHMCTOBYBAJIM TaKUii Iapa-
METp, SIK iHTerpajbHuii piBeHb OiuHMX neaoctok (IPBIT),
ISl aHaIi3y BiacTUBOCTel curHaiay. Mu ouinuau 1PBIIT
JUIS MOJIETbOBAHOTO LIYMOBOT'O CUTHAJTY 3 Pi3HUMU IMapa-
MmeTpaMu. KpiM Toro, 3a J0MoMororw aHajilzy OmOpHOro
CUTHAJy iCHYIOUMX IIyMOBUX pagapiB Mu ouiHuau IPBIT
peaIbHUX CUCTEM.

Karouoei croea: 6G0KOBI MEJIIOCTKU, IITYMOBUM CUTHAII,
3aJIMILKOBI (hJIyKTyallii.

In. 6. BiGmiorp.: 5 Halim.
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ON A COMPARISON OF RADAR SYSTEM PERFORMANCE BETWEEN
RANDOM AND LINEAR FREQUENCY MODULATION CONSIDERING
SIDELOBE SUPPRESSION TECHNIQUES

B. POMPEO, L. PRALON, G. BELTRAO, H. CIOQUETA, B.COSENZA AND J.R. MOREIRA

In order to improve sidelobe suppression, to increase processing gain and range resolution at the receiver
filter’s output, many techniques based on transmit waveform and receiver’s filter design have already been
proposed. This paper addresses a comparison on the performance of pulse compression radar systems that
apply random frequency modulated transmitted signals, commonly used in noise radars, and linear frequency
modulated transmitted signals. For the latter, it will also be analyzed pulse compression’s sidelobes reduction
techniques, more precisely, it is investigated window functions techniques and mismatched receiver filter de-
sign using the Lp- norms minimization techniques. Peak to sidelobe ratio, range resolution, compression gain
and signal to noise ratio will be evaluated for all cases by means of mathematical analyses and simulations.

Keywords: noise radar, LFM, sidelobes.

I. INTRODUCTION

Many techniques related to transmit waveform
design [3] and receiver filter design [2] emerged in or-
der to increase the detection performance, to improve
sidelobe suppression, to increase processing gain and
range resolution in pulse compression radar systems.
Pulse compression is a signal processing technique
widely used in modern radar systems. A pulse com-
pression radar involves the transmission of a long
coded (modulated) pulse and the processing of the
received echo to obtain a relatively narrow pulse. The
increased detection capability of a long-pulse radar
system is achieved while retaining the range resolu-
tion capability of a narrow- pulse system [1].

Studies to improve radar performance when this
technique is employed have been a research subject
since it’s inception in mid 1950s[2]. However, the
pursuit to achieve all the previously reported goals
simultaneously is a never-ending challenge, because
almost in every proposed scheme a requirement has
to be relaxed in order to satisfy another.

A well known waveform generation procedure
is based on linear frequency modulation. Transmitted
signals of this nature have been more employed than
any other coded waveform in radar systems due to it’s
great popularity, easy generation and it’s insensibility
to Doppler shifts [1]. Traditionally, matched filtering
isthen applied in the receiver’s signal processing chain
when pulse compression technique is employed, max-
imizing signal to noise ratio, for AWGN, at the filter’s
output [4]. This technique, however, introduces high
levels of sidelobes, which can significantly increase
the false alarm rate.

In order to eliminate the previously mentioned
drawback, sidelobe suppression techniques can be ap-
plied. In the present paper, windowing function along
with matched filtering and mismatched filtering are tak-
en into consideration in order to improve the proposed
comparison. The former reduces sidelobes to an ac-
ceptable level, but do not make use of any optimization
algorithm. The latter has gain notoriety in radar society
due to recent presented research results. It is a method
based on a minimization of Lp norms of the sidelobes
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seeks to achieve not only low sidelobe levels but also a
constant value over all non-zero time shifts [2].

A more widespread approach to solve high lev-
els of sidelobes at pulse compression output relays on
waveform design. Nonlinear frequency modulation,
phase coded pulses generation, which range from
analytical techniques [5] to exhaustive searches and
random waveforms are examples of such approach.
However, the first two methods mentioned are lim-
ited in use and development due to computational
complexity and time computing [1,2].

Random waveforms present some advantages
when used as transmitted waveform: low probability
of interception [10], suppression of range ambiguity
and low range sidelobe levels [6]. However, until a
few years ago, such transmitted signals could be left
aside due to generation complexity. Nowadays, with
the advances made in hardware as well as the rise of
software defined noise radar concept [7] many works
have been published in this area referred to: system
modelling [8], waveform generation [9] and optimal
detectors design [10].

In the present work, random waveforms are tak-
en into consideration on a comparison between linear
frequency modulation waveforms, the latter with and
without the usage of the sidelobes suppression tech-
niques previously mentioned. Lukin [11] and Axelson
[6] published recent works describing the phase/fre-
quency randomly modulated signal’s power spectral
density and autocorrelation function for employment
as transmitted signal in noise radar systems which will
be directly used in the discussion.

This paper is organized in 6 more Sections. In
Section I1, a brief discussion about radar coherent re-
ception is performed, highlighting the importance of
pulse compression. The Section I1I describes the linear
frequency modulated signal’s characteristics. Section
IV presents two distinct methods widely disseminated
in radar systems to reduce pulse compression output’s
sidelobe level. In Section V, the specific features of
Noise Radar coherent reception are taken into con-
sideration and randomly frequency modulated signal’s
properties are presented when a Gaussian, unit power
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and with rectangular power spectral density modulat-
ing signal is used. In Section VI, the results of software
simulations are showed and finally Section VII presents
the conclusion about the results obtained.

I1. PULSE COMPRESSION

Pulse compression is a signal processing tech-
nique applied in radar systems that enables the trans-
mission of a long pulse, achieving higher energy with-
out jeopardizing range resolution. Furthermore, it is
also possible to extract the exact position of the target
based on the delay of the returning signal when this
method is employed.

Let us consider a radar emitting a time limited
signal s(¢) . Furthermore, we shall assume that a single
point scatterer is located at the range #, . According to
this assumption, the received signal, r(f) can be writ-
tenas r(r) = A(t)s(t—T;)+ v(¢) where v(t) is associat-
ed to external interferences; A(f) denotes the fading
function of the signal; 7} :2% is the time spent by
the echo signal to return to the radar and c is the vac-
uum light speed. Usually radar systems perform signal
processing digitally using signal’s complex envelope.
Therefore, the mathematical analysis was performed
under this perspective. The delayed reference signal’s
complex envelope is correlated with the actual target
echo’s complex envelope. The peak position value of
the correlation output indicates the round-trip delay
of the electromagnetic wave, resulting in a measure of
distance. The output of the coherent receptor that has

an equivalent impulse response A(7), j(7) , is given by
~ T}m ~ 7
()=, " Foh(t -y, (1

where T,,, denotes the integration time and 7(¢) de-
notes the received signal’s complex envelope.

Matched filtering has simple implementation and
maximizes signal to noise ratio associated to the pulse
compression output, increasing the system’s proba-
bility of detection. Hence it is preferred by most radar
designers. Matched filter’s impulse response is given
by h(t)=35"(-t), where §*(f) is the complex conju-
gate of the transmitted signal’s complex envelope. In
the next sections it is analyzed the behaviour of two
different frequency modulated transmit waveforms
when employed in pulse compression systems.

II1. LINEAR FREQUENCY MODULATION

Frequency modulated waveforms complex enve-

lope are given by
K » I a(a)do
5(t)=,2Pe —~ , 2)

where P is signal’s mean power, K, is the modula-
tion constant and a(¢) is the modulating signal.

When the modulating signal is given by a linear
function, the transmitted signal is said to be linear
modulated and it’s complex envelope is given by
Kt 2 Kyt
2 2

5(t)=2P e{
where ts is the pulse duration.

3)
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When matched filtering is applied and when
A(t)= A, pulse compression’s output can be showed
to be given by

2
j 7Kpt 7Kprst Koot
T.T 2 2 JEE
e

~ . Kp K
y(t)=2APrsinc —5 e LN )]

Range resolution of such systems are associated
with the 3dB width of the pulse compression’s output
and the signal to noise ratio associated to the pulse
compression output is given by the relation between
it’s peak instantaneous power and the noise power.
For linear frequency modulated waveforms along with
matched filtering the range resolution is given by [12]

Atsgp =5 )

N
where B, is signal’s bandwidth. The instantaneous
power of the pulse compression’s output peak is given
by P(Ty)=|3(Ty)|" =442 P
It can be observed from (4) that the absolute value
of the pulse compression output, when linear frequen-
cy modulated signals are employed as transmit wave-

forms and matched filtering is performed at the recep-
tor chain, has high levels of sidelobes. They are spaced

intimeby t= % and the sidelobe with higher intensity

isjust 13.2dB below the pulse compression peak [1].

A. Sidelobe Suppression Techniques

Sidelobes can severely deteriorate radar perform-
ance since it can induce a false alarm or, if any sidelobe
suppression technique is employed it can mask nearby
targets. Many methods for sidelobe suppression have
been proposed in the scientific community. Next we
take into consideration a widespread windowing ap-
proach and a mismatched filtering approach.

1) Windowing: Windowing technique consists in
multiplying the reference signal for a window func-
tion prior to the pulse compression. Some windows
function are represented in Table I where the column
PSLR stands for peak to side lobe ration achieved and
G stands for the peak value gain.

TABLE I
Window functions properties

window PSLR(dB) G
Uniform -13 1.00
Hamming(0.54) -43 0.54
Gaussian(a=3.0) -55 0.43
Blackman -58 0.42
Dolph-Chebyshev(a=4.0) -80 0.42

In the present work it is used the Hamming(0.54)
window [1], which is the most popular in radar sys-
tems. It’s digital implementation is given by

2nt
), (6)

where N stands for the size of the window in samples.

Even though this technique reduces the sidelobe
significantly, achieving nearly 40dB of peak to sidelobe
ratio, the tradeoffs that it introduce are not always
bearable. Pulse compression’s output peak power is

o(t)=0.54-0.46 cos(
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reduced, deteriorating the signal to noise ratio associ-
ated and the 3dB width is expanded decreasing range
resolution.

2) Mismatched Filters: In the present work mis-
matched filter design was carried out by means of min-
imization of L,- norms of the sidelobes [2]. The signal
to noise ratio associated to the pulse compression’s
output when any mismatched filter is always lower
than the obtained when matched filter is employed
and is usually called mismatch loss. Furthermore, the
3dB mainlobe width of the pulse compression out-
put that employ mismatched filtering is slightly wider
than for the corresponding matched filter [2]. Filter
length is usually higher than transmitted pulse length
thus filter coefficients calculation and mismatched
filtering operation introduce a level of computational
complexity that is not inherent to the corresponding
matched filter operation.

IV. RANDOM FREQUENCY MODULATION

Random frequency modulated waveforms are gen-
erated from (2) using a modulating signal characterized
by stochastic process. In the present work, the modulat-
ing signal, is here represented by a Gaussian wide sense
random process with unit power and rectangular power
spectral density. Hence, the transmitted signal is also
represented by a stochastic process and therefore a bet-
ter way to evaluate performance of this sort of signal is
trough the analysis of the expected value of the output
of coherent receptor, y(¢) . When A(f) = A, and when
the transmitted signal and thermal noise are considered
independent processes, it is given as [9]

E[y(0)] =Ty AR (t-T;) (7)

int
where R (f) is the autocorrelation function of the
transmitted signal and 7, is the total integration time.
It can be seen that the transmitted signal’s autocorrela-
tion function plays an important row in radar systems
that use random signals, since the target detection is di-
rectly obtained from the maximum of this function.
If K,> B,, the modulation is said to be wide-
band and approximations lead to an autocorrelation
function given by

R.(1)=2Pe (8)
The instantaneous power of the pulse compres-
sion’s output peak is given by

PTy) = E[[5(T)f |2 442 P22

The same as the one obtained when linear frequency
modulation is employed along with matched filtering.
It can also be showed that the signal to noise ratio as-
sociated to the pulse compression’s output is the same
as the one obtained when linear frequency modula-
tion is employed along with matched filtering.

The 3dB width of the pulse compression’s out-
put from which it’s derived system’s range resolution
can be showed to be given by

0.869
B

N

)

Atyp =
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It can be noticed from (9) that the range resolu-
tion of system’s that employ random frequency mod-
ulated signals as transmit waveforms is slightly nar-
rower than the one obtained when linear frequency
modulated signals are chosen as transmit waveforms.

Since the transmitted signal is here characterized
by a wide sense stationary random process, each sam-
ple of the pulse compression output will be a random
variable. Therefore, even though the expected value
of the pulse compression output (7) does not predict
sidelobes, Axelsson [6] reported that this sidelobes are
related to the variance of each random variable and
is given by 7,B.N where T, is the pulse duration,
B, is the signal’s bandwidth and N is the number of
pulses coherently integrated. Thus, the radars design-
ers ought to increase the number of pulses integrated
in order to achieve less sidelobe levels.

V. SIMULATION

In this section, a numerical example is presented.
Two distinct 2MHz transmitted signal were generated:
(i) a linear frequency modulated signal; (ii) a random
frequency modulated signal. Pulse compression was
performed on both signals. For case (i), matched filter
with and without windowing and mismatched filter-
ing were performed. For case (ii) only matched filter-
ing was applied however it was considered two distinct
scenarios: only one pulse compression’s output and an
average of 1000 pulse compression’s output.

At first, a comparison of pulse compression’s out-
put using linear frequency modulated signal was real-
ized. This simulation is illustrated on Figure 1. It can
be seen that windowing technique causes an increase
of the 3dB width and a decrease of the peak value.
Eventhough PSLR increases, the achieved sidelobe
levels are higher than when mismatched filtering is
applied. Thus, it was concluded that mismatched
filtering has a better performance regarding sidelobe
levels when compared to simple matched filtering and
matched filtering along with windowing technique.

Comparison between distinct pulse

ion using linear freq|

——Hamming window
Matched filter
—— Mismatched filter
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Fig. 1. Comparison between distinct pulse compression
using linear frequency modulated

The next simulation consists of a comparison
between mismatched and matched filtering when lin-
ear frequency modulated are employed and matched
filtering when random frequency modulated are em-
ployed as transmitted waveforms. Since the transmit-
ted signal is represented by a stochastic process, a bet-
ter way to evaluate the performance of such signals is
trough the analysis of the expected value of the output
ofthe coherent receptor. This affirmative is confirmed
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in figure 2, where a single pulse is compressed. Note
that the sidelobe level of the pulse compression out-
put is too high, approximately -15dB.

Matched filtering of one pulse random frequency modulated signal
T T T

%.= v

i ]

L L L i
3000 3020 3040 3060 3080 3100 3120 3140

Fig. 2. Pulse compression’s output of a single random
frequency modulated signal

The comparison between the three different pulse
compression methods above mentioned, considering an
average of 1000 pulse compression’s output for random
waveformes, is shown in figure 3 while figure 4 highlights
the main lobe and the sidelobes with higher intensity.

Qutput signal from different radar pulse compression techniques
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Fig. 3. Power spectral density of transmitted signal

Output signal from different radar pulse compression techniques
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Fig. 4. Power spectral density of transmitted signal

CONCLUSION

In this paper, we have presented a comparison on
the performance of radar systems that employ linear
frequency modulated and random frequency modulat-
ed transmit signals. It was also taken into consideration
two distinct techniques of peak-to-side lobe ratio im-
provement when using linear frequency modulation.

It was taken into consideration a wideband ran-
domly frequency modulated signal, which features a
bell shaped autocorrelation function, more specifi-
cally a Gaussian distribution shape, very attractive
for radar systems. It was shown that aside from the
intuitive advantages that arise when random signals
are employed as radar transmit waveform, such as
low probability of interception, immunity to similar

Applied Radio Electronics, 2013, Vol. 12, No. 1

systems interference, intentional or not [10] and sup-
pression of range ambiguity, other performance relat-
ed advantages of such systems can be highlighted.

Mathematical analysis and simulations re-
sults showed that when the application requires low
sidelobe levels, random frequency modulation sys-
tems have better performance then classical linear fre-
quency modulation systems, despite of any improve-
ment technique applied. It was shown that not only
optimal peak signal to side lobe ratio can be achieved
through coherent integration, but also signal to noise
ratio remains unchanged when compared to classical
linear frequency modulation.

Furthermore, for applications that require the
higher resolution as possible for a given bandwidth,
random frequency modulation should also be em-
ployed. It was shown that random frequency modu-
lation matched filter’s output is narrower than de-
terministic linear frequency modulation response to
such detectors for a given signal’s bandwidth.

The two linear frequency modulation sidelobe
suppression techniques analyzed had significant
tradeoffs involving side- lobe levels, signal to noise
ratio and range resolution, not to mention the con-
siderable increase in signal processing complexity
when mismatched filters are applied. Therefore, the
performance of radar systems that employ linear fre-
quency modulation along with any of the analyzed
sidelobes suppression techniques will never overcome
random frequency modulation systems performance,
despite of the analysis perspective.
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CpaBHeHHe XapaKTEePUCTUK PaJAAPHON CHUCTEMbI TNPH
HCTOJIb30BAHUU ITIYMOBBIX CUTHAJIOB U CUTHAJIOB C JIMHEHHOM
9aCTOTHOI MOXYJSNUed ¢ TOYKH 3PEHHs MOAABJIeHHs 00-
KoBbIX JenecTkoB / b. ITommieo, JI. ITpanon, I'. benatpao,
X. Yukyera, b. Kocensa, IIx. Mopeiipa // [TpuknagHas
pamMo3IeKTPOHMKA: Hayd.-TeXH. xkypHai. — 2013. — Tom
12.—No 1. — C. 132—136.

CylecTByeT MHOTO METOMIOB YJIYUIIEHUS TOoAaBie-
HUSI OOKOBBIX JIETIECTKOB, yBEIWYEeHUSI KoadduimeHra
yCUJIEHUST OOpabOTKM M IIOBBIIICHUS pa3pelleHus IO
IaJIbHOCTU Ha BBIXOIE (PUIbTpa MpHUEMHHUKA. DTU METO-
IIbl OCHOBAHbBI Ha BEIOOPE (hOPMbBI 30HAMPYIOIIETO CUTHA-
JIa WIM XapaKTepUCTUK MpueMHOro ¢wibTpa. B manHoit
paboTe TpeACTaBIeHO CpPaBHEHUE MPOU3BOAUTEIHLHOCTU
PaIMoIOKAIIMOHHBIX CUCTEM CO CXXaTUEeM MMITYJbCOB, CO
CJIyJaiiHOII YaCTOTHOM MOMYJSLIMEN mepeaaBaeMbIX CUT-
HaJIOB, UCIOJIb3YEMOM B IIIyMOBBIX pajapax, 1 ¢ JUHEUHOM
YaCTOTHOM MOIYJISILIMEN CUTHAJIOB. B oTHOIIEHMM moce -
Hero MpoBeleH aHaIu3 METOAOB YMEHbIIEHUS OOKOBbIX
JIETIECTKOB CXKAaTbIX IO JaJIbHOCTU WMITYJIbCOB, 4 MUMEH-
HO, MCCJIeIOBAaHbl OKOHHBIE (DYHKIIMU U HEONITUMAIbHbIE
GUIBTPBI, UCTIONB3YIONIIME MUHUMU3auoo Lp-aopm. I1y-
TE€M MOJIEJIMPOBAHUS OLIEHEHbI YPOBEHb OOKOBBIX JIETIECT-
KOB, pa3pelleHre 10 JaJbHOCTU, KOI(PPUIIUEHT yCuIe-
HUSI 00pabOTKU ¥ OTHOIIEHUE CUTHAJI-IIIYM.

Karouesnie crosa: irymoBoii pagap, JIUM curnain, 6o-
KOBbBIE JICTIECTKU.

Tab6mn. 1. Un.4. bubnuorp.: 12 Ha3B.
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IlopiBHSAHHS XapAKTEPUCTHK PAJApHOi CHCTEMH TpU
BUKOPHCTAHHI IIYMOBMX CUTHAJIB i CHrHANiB 3 JiHiiHOIO
YACTOTHOI0 MOAYJISIIEI0 3 TOYKU 30PY 3arayLIEHHsS OiYHHUX
nemoctok / b. [Tomneo, JI. [panon, I'. benrpao, X. Un-
kyera, b. Kocensa, IIxx. Mopeiipa // [lpuknanHa pamio-
eJICKTPOHiKa: HayK.-TexH. XypHas. — 2013. — Tom 12. —
Ne 1. — C. 132-136.

IcHye GaraTo MeToiB MOJIMIIICHHS 3arTyIeHHS Oiu-
HUX TEJTII0CTOK, 30iIbIIEHHST KoedillieHTa mocuieHHs 00-
PpOOKM Ta ITiIBUILIEHHST PO3AUILHOI 3MaTHOCTI 3a JAJILHICTIO
Ha Buxogi ¢inbTpa npuitmava. Lli MeToau 3acHOBaHi Ha
BUOOPi (hOpMU 30HAYIOUOTO CUTHATTY a00 XapaKTepPUCTUK
npuiiMaibHOro Ginbrpa. B maniii poGoti npeacraBieHO
MOPIBHSIHHS TIPOAYKTUBHOCTI PaJiojIOKAlliiHUX CUCTEM
3i CTMCKYBaHHSIM iMMYJIbCiB, 3 BUITAJIKOBOI YaCTOTHOIO
MOJYJISILIIEIO TIepeAaHnX CUTHaJiB, BUKOPUCTOBYBAHOI B
LIYMOBUX pajapax i 3 JIiHIHHOI YaCTOTHOIO MOJAYJISILIIEI0
curHaiiB. [Ilogo ocTaHHBOTO TPOBEICHO aHajli3 MeTO-
NIiB 3MEHIIIEHHS OIYHUX TEJIFOCTOK CTUCIUX 3a IalbHic-
TIO IMIYJIBCIB, a caMe, JOCIiIKeHi BIKOHHI (DYyHKIIi i He-
ONTUMaIbHI (PiUIBTPU, 110 BUKOPUCTOBYIOTh MiHiMi3allito
Lp-vopwM. ListxoMm MozmeTioBaHHST OLIiHEHi piBeHb OiUHUX
MeJIIOCTOK, PO3iJbHA 3MaTHICTh 3a JaJIbHICTIO, Koedilli-
€HT MOCUJIEHHSI 0OPOOKM i BiTHOILLIEHHSI CUTHAJI-TITYM.

Karouosi crosa: mymosuii pagap, JIYM curnan, 6iuHi
MEJIIOCTKHU.

Tab6u. 1. 1. 4. biomiorp.: 12 HaiiMm.
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CLUTTER COMPENSATION PROBLEM IN THE LPI RADAR

S.Y. SEDYSHEV, S.A. GORSHKOV, AND M.N. VORONTSOV

Noise probing signals and noise radar technology is one of perspective directions in the radar systems theory
and techniques. Detection of moving targets in background clutter environment by noise radar is discussed
in this paper. Some questions of pseudorandom quasi-continuous signals processing in surveillance radar are

also considered.

Keywords: LPI Radar, clutter, noise-like signals, autocorrelation function, cross-correlation function,

«range-rate» matrix.

1. INTRODUCTION

Lowing of radar signal interception probability is
an important way to improve the noise interference
immunity and survivability of radars. Radars with the
low level of the signals interception probability are
called as Low Probability of Intercept Radar (LPI
Radar) [1], [2], [3], [9], [12], [15]. Usually the time-
frequency structure of radar signals is to be rather close
to that of the noise waveform to provide improvement
of radar LPI performance [5], [8], [9], [15].

Digitally generated random signals are to be
called as noise-like signals (NLS). The term «noise-
like signals» is due to their random properties, but
actually these signals are generated with the help of
mathematical algorithms. Noise-like signals are also
called as pseudo-random signals (PRS) or pseudo-
noise ones.

Number of theoretical and practical problems
of the LPI radar has been solved [1], [2], [3], [5]. At
present the following issues have been studied:

Formation rules for coherent sequences of pseu-
do-random signals [5], [8], [9], [12], [15];

Generation methods for high power probing
pseudo-noise signals;

Pseudo-random signals compression principles.

Use of the sophisticated probing signals (PS) in
radar made it possible to resolve the conflict between
radar resolution and radar operation range, improve
their immunity, and reduce the radiation peak power
ofthe transmitters. Application of the pseudo-random
sequences for complex noise-like signals formation
allowed increasing of radar electromagnetic compat-
ibility, improving the efficiency of the radio spectrum
use by the code separation of PS.

There is one more important issue in the active
LPI radar design to be studied in more details: the
moving targets detection on the background clutter.
Random modulation law (ML) of the NLS has a dif-
ferent structure of compressed pulse sidelobes at dif-
ferent pulse repetition periods. In this case the clutter
correlation rate may decrease from period to period
and, as a result, the quality of clutter suppression may
reduce.

Mathematical modeling results of pseudorandom
signals and device for their processing in surveillance
radar at the presence of passive interferences are pre-
sented in the paper.
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2. APPLICATION OF QUASI-CONTINUOUS
SIGNALS IN LPI SURVEILLANCE RADAR
LIGHTING

Improving of the quality of the passive interfer-
ences suppression can be achieved by increasing the
pulse repetition frequency (PRF) of the radar. Fur-
thermore, coherent integration (CI) of the reflected
signals (RS) will reduce probability of the radar ra-
diation interception [ 5]. Use of the quasi-coherent
sequences NLS with ML change from pulse to pulse
(Fig. 1) allows to save the unambiguous range 7,
with simultaneous expanding of the unambiguous de-
termination range of radial velocity V,,,, [13], [14].

xu(0)

Tpr1

Uoi®

Tpr

Fig. 1. Real component of the infinite coherent sequence
of five mutually orthogonal signal

According to Fig.1 infinite coherent sequence of
composite ML U, ()

U= 3 Up(t—kTyp), (1)

K=o
contains N repetitive mutually orthogonal signals

N-1
Ug(t)=D Uy (t—kTpp), 2)
=0

[TU ;e =0 vizj i,j=0,N-1. (3)

The unique range for the probe sequence (1) with
(2) and (3) is defined by the pulse repetition period
Tor:

Vang = 0.5¢Tpy » 4)

and unique radial velocity range is defined by the rep-
etition period 7y, :

V,,. =50/ 4Ty, (5)

run

where c is a light velocity, A is a wavelength.

The ambiguity function of signal (1) is shown in
the Fig. 2, b in comparison with the ambiguity func-
tion of the conventional PS sequence (without mu-
tual orthogonality) (Fig. 2, a).
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Fig. 2. Ambiguity function: a — conventional PS sequence;
b — sequences of three PS consisting of five
mutually orthogonal LNS

3. SIGNAL PROCESSING WITHIN
THE PERIOD IN CASE OF COMPOUND
MODULATION LAW

The impulse response of the matched filter (MF)
is described by the mirror image of the complex-con-
jugate PS ML U,(#)[10], [11]. For the compound
ML (2)

N-1
(N =Us(ty =)= > Ug,(ty~t=kT,),  (6)
j=0
where #, is minimum delay value that is to be taken
from the condition of the filter implementation as-
sumption [9].

Digital implementation of the device (6) for
processing within the period of the compound modu-
lation law (PPML) will be considered further. The
structural scheme of this device with the buffer ran-
dom access memory (RAM) for the case N=135 is
shown in the Fig. 3.

Buffer RAM

(£- DIy

FFT

m,—1
-2
m.—3

RAM for matrix
Range - Velocity
The device of decision-making and
measurement of coordinates

Fig. 3. Processing device of the compound ML

In figure (3) L isthe number of coherently accu-
mulated complex samples over a period 7y, in every
m radar resolution element for the range; m, is the
number of the range radar elements,

r:runq/Ar:Y (7)
where Ar is the radar range resolution of the radar.

m

4. PULSE-TO-PULSE SIGNAL
PROCESSING

Pulse-to-pulse signal processing of the received
radar returns consists of the following three stages
[10], [11]:

Coherent compensation of the clutter;

Coherent integration of the signals;

Incoherent integration of the reflected signals.
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Coherent compensation of the clutter is realized
with the help of the following hardware :

Devices of the subtraction through a period
(STP) or notch filters with fixed parameters;

Clutter adaptive automatic compensators with
the correlation feedback;

Adaptive lattice filters (ALF);

Other ways of the coherent compensation.

STP is used for the coherent compensation of the
clutter in this article. Coherent integration of the L
complex samples through a period Tpy, is realized by
the discrete Fourier transform (DFT) application for
every m -th column of the buffer memory (Fig. 3).
In case of L is defined by the number of power 2,
then fast Fourier transform (FFT) may be used in-
stead DFT.

The results of the DFT algorithm are stored in
the output 2D memory buffer having m, x L elements
(RAM of the «Range-Velocity» matrix), which con-
tains the square modules of the coherently integrated
signals complex amplitudes in radar range resolution
cells. It enables to evaluate the radial velocities of tar-
gets detected in these range elements within unam-
biguous velocity range (5). Examples of the coherent
integration parameters have been considered in [5],
[13], [14], [16].

Thus, the coherent integration of the matched
filtration results in every m -th line of the buffer
RAM (Figure 3) allows to organize a radar space sur-
veillance over both range and radial velocity.

5. THE MODELING RESULTS

Mathematical model of the quasi-continuous se-
quences of five mutually orthogonal cyclically recur-
ring ML based on Gold codes was used as an input
signal for processing devices (Fig. 3). Mismatch func-
tion and mutual mismatch function of the Gold codes
are shown in Fig. 4, 5.

(64

k1

0.1

1x107 >

oo

a| il

[} 200 400 600 800

1=10°

X
o

Fig. 4. Autocorrelation function of the Gold code
sequences LM

L =16 repetition periods with 7z, = 200 ps were
used for modeling. The following PS characteristics
were used: wavelength is A =0.23 m, discrete value
duration is 7, =0.15- 107 s, discrete value amount is
N, =255, sampling step in the model is A7=T, /2.
To reduce amount of computation the processing
sample was modeled for 2048 range samples.

Applied Radio Electronics, 2013, Vol. 12, No. 1
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Clutter with zero Doppler frequency, AF, =50 Hz
spectrum width of the inter period fluctuations and
clutter/noise ratio vy, =30 dB (or y., =37 nb) held
samples for the range with numbers 510-th up to
660-th after MF. Reflected signal with output MF
signal/noise ratio y=10 dB and Doppler frequency
F,=2.4 kHz (V, =280 m/s) was located on 555-th
sample for the range.

Fig. 5. Cross-correlation function of the Gold
code sequences LM

Square modulus of the received signal MF result
are shown in Figure 6 in dashed line. Solid line in Fig.
6 shows the output signal square modulus of the MTD
device.

1310%
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Fig. 6. Output signals of the MF and MTD device

Usual sequence clutter suppression coefficient
on the output MTD device is defined as [10]:

K, =0.023(Fpp /AF,) =2.3x10* ~44 1B, (8)

where Fpp =1/Tpg =5000 Hz.

Coherent sequence of mutually orthogonal prob-
ing signals leads to the reduction of the interperiod
clutter correlation coefficient. Partial clutter decor-
relation is caused by amplitude-phase differences of
compressed pulses sidelobes in adjacent repetition
periods. It was found in the mathematical modeling
process of the clutter coherent compensation for mu-
tually orthogonal PS sequences and different ratios
interference/noise, that output clutter suppression
coefficient of the STP device can be represented as:

-1
1
K. Q[K_CI“LVMJ ) )
where v, is the sidelobe average level of mutually or-
thogonal PS ML mismatch functions.

The ssidelobe average level of Gold codes sequenc-
es used in the mathematical modeling is —30 dB. The
resulting output clutter suppression coefficient of the
twice STP device with (8) and (9) is
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K, =(10"*/23+10°)"~960~30 n15.  (10)

Thus, the influence of the sidelobe average level
of the mutually orthogonal PS ML begins to affect
when ratio interference/noise is vy, >1/v, .

The coherent signal storage results after STP de-
vice for different ratio values interference/noise are
shown in the Figure, a, b. In both cases the output ra-
tio signal/noise of the MF devise was set = 4 dB.

Fig. 7. CA results in the «range-rate» matrix:
a — ratio signal/noise is y,, =30 dB;
b — ratio signal/noise is y,, =37 dB

Fig. 7, b shows the growth of clutter compensa-
tion balances in «range-velocity» matrix in Figure 7,b
compared with the Figure 7. This is due to the fact that
the receiver internal noise level is less then sidelobes
of the compressed signals.

6. CONCLUSIONS

The modeling results of the processing of the sig-
nals sequence reflected from target and clutter in the
form of Gold codes sequence with ML change from
pulse to pulse in the device shown in Figure 3 con-
firm the decreasing of the passive interference inter
period correlation coefficient because the pseudor-
andom modulation law varies from period to period.
For Gold codes sequence considered in the paper, the
clutter suppression coefficient is less than the value
inverse to sidelobes average level of the correlation
function, i.e. -30 dB level.

Further quality improvement of the clutter co-
herent compensation can be achieved by:

Increasing number of QPSK signal discrete with
simultaneous spectrum expansion at preserving PS
duration 7, =T,N,. «Blind» range sizes are not in-
creased in this case;

Selecting of the better ways to form mutually or-
thogonal modulation law based on Frank and , Welch-
Costas codes, signals with orthogonal frequency of
channels division [3], etc.
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IIpo6aema KoMneHcaMK MeAIIUX oTpaxeHuii B LPI
PJIC 0630pa / C.}O. CenpiieB, C.A. T'opuikos, M.H. Bo-
poHuoB // [1pukiagHas paauoaieKTPOHUKA: Hayy.-TE€XH.
xypHait. — 2013, — Tom 12. — Ne 1. — C. 137—140.

CiryyaitHBIN 3aKOH MOIYJISIIIAN IITyMOTIOAOOHBIX CUT-
HaJ0B 00JIafaeT CIydyailHON CTPYKTYpOoii OOKOBBIX JeIie-
CTKOB CXaToro MMITyJbca. B 3TOM ciyyae mpoucxomut
CHIKeHUe KoddduimeHTa MexXnepruoaHoil Koppeasiuu
IMACCUBHBIX TIOMEX, U, KaK CJIeICTBUE — CHUXKAETCS Kadye-
CTBO MX TIOJaBJIeHUs. B HacTosIeit ctaThe paccMaTpyBa-
€TCST BO3MOXKHOCTh OOHAPYKEHUST ABMKYIIMXCS TIeIeil Ha
(one maccuBHBIX TToMeX. [IpuUBOASITCS pe3yabTaThl MaTe-
MaTU4YeCKOro MOJIEIUPOBAHUSI KBa3MHEINPEPHIBHOM TO-
CJ1e10BaTEebHOCTU U3 MSITH B3aUMHO OPTOTOHATbHBIX LU~
KJIMYECKU TTOBTOPSIOIIMXCS KomoB 'oiga 1 yCTpOMCTB UX
obpaboTky Ha poHe maccuBHEIX ToMeX ist PJIC o630opa.

Karouesoie cnosa: LP1 PJIC, urymorogoOHbIe CUTHA-
JIbI, TACCUBHBIE TTOMeXU, KO3 (DUIIMEHT MoJaBIeHMsI, Ma-
TpULA «TATbHOCTh-CKOPOCTb».
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IIpodnema kKommeHcamii BiZOMTKIB, IO 3aBaXKaloTh,
y LPI PJIC ornsiny / C.1O. Cenuies, C.A. I'opiikos, M. H.
Boponiios / / [pukianHa pagioeaeKTpoHiKa: HayK.-TeXH.
xypHaist. — 2013. — Tom 12. — Ne 1. — C. 137-140.

BumnankoBuii 3aKoH MOIYJISIIiT ITYMOIIOAIOHNX CHUT-
HaJIiB Ma€ BUIAAKOBY CTPYKTYPY OIYHMX TIETIOCTOK CTHC-
HEHOTO iMITyJIbCy. Y LIbOMY BMITIAJKy BiIOYBAa€TbCSI 3HU-
XeHHsI KoedillieHTa MiXITepioJHOI KOopeJssllii macUBHUX
MepelKos, i, SK HACIiIOK — 3HMXKYEThCS SIKICTh 1X 3a-
LAylmeHHs. Y 1ill cTaTTi po3mIsinaeThesl MOXIIUBICTh BU-
SIBJIEHHSI PYXOMUX 1iiJield Ha (DOHI MACHUBHUX TEPELIKOI.
HaBonsitbest pe3ysnbraTi MaTeMaTUYHOTO MOJCJTIOBAHHS
KBa3i-HeMepepuBHUX MOCIIIOBHOCTEIl 3 II'SITMU B3aEMHO
OPTOTrOHAJbHUX LMKIIYHO MOBTOpIOBaHUX KoaiB l'oiga i
MPUCTPOIB X 00pOOKM Ha (POHI MACUBHUX MEPEIIKO IS
ornsinmoBux PJIC.

Karouosi crosa: LPI PJIC, mymononiOHi curHaiu,
MACHUBHI MepelKoar, KoedillieHT 3ariaylieHHs, MaTpULIs
«IAJTbHICTb-IIBUIKICTb».

In. 7. BiGmiorp.: 16 HaiiMm.
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SAR IMAGING WITH STEPPED FREQUENCY NOISE RADAR

KA. LUKIN, J.P. KIM, P.L. VYPLAVIN, AND V.P. PALAMARCHUK

In the paper, a radar scheme combining benefits of noise and stepped frequency waveforms is considered.
Noise signal provides the best electromagnetic compatibility, LPI performance and interference robustness
but design of conventional noise radar requires expensive high speed ADCs. Stepped frequency radar uses
narrowband signals for sounding. This enables to use low speed ADCs which can have much higher dynamic
range and are much cheaper. But periodicity of the sounding signal leads to range ambiguity and high sen-
sitivity to monochromatic interference. The proposed approach consists in generation of narrowband noise
signal with step-like variation of its central frequency. Sounding signal and radar return are fed to mixer and
then digitized. The digitized signal is processed like conventional stepped frequency one. This gives range
profile, but radar is sensitive to targets only within the correlation range of noise signal. The obtained range
profile contains phase information which enables to use it for SAR imaging. In the paper, the proposed ap-
proach is experimentally tested using noise radar based upon digital arbitrary waveform generator.

Keywords: SAR, stepped frequency, noise radar.

INTRODUCTION

Ground Based Synthetic Aperture Radar (SAR)
are used for microwave coherent imaging of an area
of interest and may be applied for detection of small
objects, Ground Penetrating Radar, through-the-
wall vision and many others. Stepped frequency
technique is a common technique for SAR design.
Transmission of single frequency signal enables ap-
plication of ADC with rather slow sampling rate,
which may provide rather high dynamic range since
they have up to 36 bits of amplitude resolution. How-
ever, this technique also has some drawbacks, such
as: ambiguity in range measurements; high level of
range sidelobes; and low resistance against narrow-
band coherent interferences. We suggest application
of random waveforms [1] with synthesized spectrum
to go around these drawbacks.

In the paper we realize step-like increase of the
central frequency of a narrow band random signal us-
ing fast Arbitrary Waveform Generator (AWG) from
EUVIS Company. In this approach the target range
can be measured within the range limited by corre-
lation function width of the transmitted noise signal.
Because of continuity of probing signal spectrum the
use of this approach enables eliminating ambigu-
ity in range measurements, which is inherent draw-
back of conventional stepped frequency radar. Part
of the processing is to be done in analog way using a
wideband phase detector. The phase detector output
should be sampled with a slow multi-bit ADC and
transferred to a PC for further processing consisting
in performing Fourier transform over whole frequen-
cy mesh. This gives a range profile [2]. After that the
azimuth compression technique for generation of the
SAR image may be applied.

In the paper, the developed stepped frequency
noise radar (SFNR) and results of SAR imaging ex-
periments using this approach have been described.
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1. LABORATORY TESTS OF UWB AWG-BASED
STEPPED FREQUENCY NOISE RADRAR

We elaborated a prototype of the stepped frequen-
cy noise radar based upon digital generation of signals
in arbitrary waveform generator (AWG). Sounding
signal shape is digitally formed in a PC in advance.
This signal is uploaded to AWG memory. After up-
loading it can be used for generation of analog signal
with the waveform specified by the digital signal. This
device isused in radar scheme shown as block diagram
in fig. 1. Output of the AWG is fed to power amplifier
unit where it is being filtered and amplified. Part of
the sounding signal is coupled to be used as a refer-
ence and other part is transmitted through antenna.
Radar return signal is received by the same antenna.
It goes to a mixer where it is mixed with the reference.
Output of the mixer is low pass filtered and sampled
with comparatively low sampling rate. AWG enables
to generate signal of any shape. In current series of ex-
periments we generated two types of signal: stepped
frequency and stepped frequency with narrowband
noise modulation. Stepped frequency signal was gen-
erated as 500 frequency steps with 1 MHz spacing.
Phase changed smoothly between the steps. Signal
repetition period was 1 ms. Noise stepped frequency
signal was generated as a narrowband random signal
with constant bandwidth and varying in steps central
frequency. Central frequency varied with the same
step as in the case of free of noise stepped frequency
regime. At the output of phase detector signal in spec-
tral domain is obtained. Fig. 2. shows example of such
signal realization. If stepped frequency signal is used,
the output corresponding to each frequency step is
supposed to be constant within the step. If noise mod-
ulation is present the output has random structure
and can be averaged out to certain mean level using
low pass filter. Step-like linear variation of frequency
in time enables to obtain data in frequency domain,
where complex amplitude of product of sounding
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Fig. 1. Block diagram of experimental setup of stepped frequency noise radar
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Fig. 2. Realization of signal acquired at the output of stepped frequency noise radar

and reference signals is a function of frequency. In-
verse Fourier transform of such signal produces range
profile of the scene. We have carried out experiment
aimed on generation of range profile of scene contain-
ing a spherical target. High RCS sphere covered by
aluminum foil was placed in a room in front of Tx-Rx
antennas of the SFNR. Obtained in experiment range
profile is shown in fig. 3. This range profile has been
obtained by performing two scans — with and with-
out target and subtraction of range profiles in order
to decrease effects of antenna cross-talk and multiple
targets in the room.

2. DOPPLER FREQUENCY SHIFT MEASURE-
MENTS IN UWB SFNR

SAR imaging is based upon phase sensitivity of
the radar. In order to confirm ability of the designed
radar to generate SAR images we have tested phase
sensitivity of the system via Doppler frequency meas-
urement. Experiments were carried our using the
AWG — based SFNR. The setup of the experiment
was following: the radar was placed in a laboratory
room. In front of its Tx/Rx antenna a vibrating target
was placed. Sphere covered by aluminum foil was used
as a vibrating reflector. Special mechanism was used
for its sinusoidal movement. The target had high RCS
but amplitude of the vibra-

3000000}
2500 000
2000 000
1500000

1000000 §

tion was much lower than
wavelength of the signal.
This lead to low Doppler
signal output from such
target. Obtained range-
Doppler map for the case
of distance to target of 3 m
is shown in fig. 4.

Next experiment was
carried out in the same sit-

Fig. 3 Range profile obtained by subtraction of one image from another.
Target was placed at distance of 2 m from the radar
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uation but distance to the
vibrating target was 6.5 m.
Corresponding range-
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Fig. 4. Range-Doppler map of 1 Hz vibrating target
at distance of 3 m obtained using stepped frequency
signal with 30 MHz noise modulation

Range, m

0 2 4 6 8 10 12 14
Doppler frequency, Hz
Fig. 5. Range-Doppler map of 1 Hz vibrating target
at distance of 6.5 m obtained using stepped frequency
signal with 10 MHz noise modulation

Doppler map is shown in fig. 5. When the target is
placed at higher distance, influence of noise modu-
lation is much more significant: it can be seen that
in the second experiment at bandwidth 10 MHz the
response from the target is weak. Increasing of band-
width to 30 MHz leads to disappearing of the response
because of low correlation interval of such noise sig-
nal. Thus it is possible to isolate the area of radar sen-
sitivity by choosing proper noise signal bandwidth and
adding delay to the reference channel. Combination
of such isolation with stepped frequency radar con-
cept enables obtaining range profiles within the ob-
servable ranges. Stepped frequency radar concept can
be realized with comparatively low speed ADCs. The
obtained range-Doppler maps show that the system

Monochromatic

has good phase sensitivity even if noise modulation
with high bandwidth is used.

3.3D SARIMAGING
WITH UWB SFNR

UWB SNEFR radar enables obtaining range pro-
files using the described above approach. After per-
forming of Fourier transform of the acquired signals
one obtains information not only about amplitude, but
also about phase of reflected signals. This enables using
UWB SNFR with concept of synthetic aperture radar.
In order to use this approach one needs to perform op-
eration of UWB SFNR with variable position with re-
spect to the scene. One can achieve this by moving of
the antenna or all the radar on special positioning sys-
tem. All positions of antenna phase center with respect
to the scene form synthetic aperture. It can be either
one dimensional either two dimensional. In the first
case obtaining of 2D images in range-azimuth plane is
possible, in the second case one can obtain 3D image
with additional cross-range axis resolution.

Principle of SAR operation is based on process-
ing of signal obtained by radar at various positions of
transceiver antenna with respect to observed objects.
Antenna positions form certain virtual antenna ap-
erture. The range resolution in our case is obtained
by processing of stepped frequency data. The range
resolution is determined by bandwidth of the signal.
Angular resolution is obtained by processing of signals
from the antenna positions and depends on length of
antenna path rather than dimensions of antenna.

Experiments were carried out in the laboratory
room. In order to provide scanning transmitter and
receiver antennas were moved mechanically with re-
spect to the scene. Example of SAR image of labo-
ratory room and complex target is shown in fig.6. It
can be seen that increasing of noise modulation band-
width limits the operation range of the radar.

We have considered linear scanning. This ap-
proach is valid for two-dimensional apertures as well.
In this case scanning is performed in such a way that
antenna is moved over a two-dimensional array form-
ing a 2D aperture. As the result of such processing a
3D image can be formed.

\ -
30 MHz noise

Fig. 6 SAR images obtained with stepped frequency noise radar with three values of noise modulation bandwidth
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CONCLUSIONS

In the work, stepped frequency noise radar ap-
proach has been tested. This approach combines solu-
tions of stepped frequency radar and noise radar in the
following way: noise signal is radiated by the radar in
the same way as in noise radar, but its central frequen-
cy is varied in stepped-like manner. This approach
provides such benefits as low instant bandwidth of
the signal, high dynamic range, high electromagnetic
compatibility and resistance to interference. Main
principles of the approach have been described. Ex-
perimental tests have shown that the approach works
well for both Doppler processing and SAR imaging
and that variation of noise modulation bandwidth
enables to choose size of the observable area.
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DopmupoBanue PCA u300pazkeHuii ¢ nOMOUIbIO IIyMO-
BOr0 pajgapa Co CTYNEHYATON MepecTPOMKOM IEeHTPAJIbHOI
yactotel / K.A. Jlykun, Ix. ®@. Kum, I1.JI. BeimiaBuH,
B.I1. Tlanamapuyk // IlpuxinamHasi paguo3JI€KTPOHU-
Ka: Hayy.-TexH. xkypHaia. — 2013. — Tom 12. — Ne 1. —
C. 141—-144.

B nanHo# paboTe paccMaTpuBaeTcsl CUCTeMa, KOM-
OMHUpYIOLIAs JOCTOMHCTBA IIYMOBBIX CUTHAJIOB U CUT-
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HaJIOB CO CTYITEHUYAThIM M3MeHEeHHeM 4acTOThI. [IlymMoBBIe
CHUTHAJIBI 00€CTICUMBAIOT JIYUYIIINE XapaKTEPUCTUKU DJICK-
TPOMAarHUTHOW COBMECTMMOCTH, HU3KOM BEPOSITHOCTU
repexBaTa, yCTOMUIMBOCTU K Iymy. C Ipyroii CTOPOHHI,
cosfaHre OOBIYHBIX IIIYMOBBIX PagapoB TpeOYeT UCITOIb-
30BaHUST JOPOTruX BeICOKOCKOpocTHBIX ALITI. Pamapsl co
CTYIIEHYATOM MEPECTPONKOM YaCTOTHI U3JIy4atoT Y3KOIIO-
JIOCHBIE CUTHAJIbl. DTO TO3BOJISIET UCIOJb30BaTh HU3KO-
ckopoctHbie ALIIT ¢ GonbiMM TMHAMUYECKUM Irarnaso-
HOM 1 MeHblIIIei leHo#. Ho rnmeproanyHocTh u3ayyaeMoro
CUTHala TIPUBOAMT K HAJIWYUIO HEOIpPeIeIEHHOCTH IT0
JIATbHOCTH W BBICOKOI YYBCTBUTEIBHOCTH K MOHOXPO-
MaTW4YeCKUM IToMexaM. B pabote mpemraraercst IToaxon,
3aKJIFOYAIOIINICS B TeHEepalIMU Y3KOITOJOCHBIX IITyMOBBIX
CUTHAJIOB CO CTYIIEHYATON MEPECTPONKON LIEHTPAJIbHOM
4acTOThI. M3my4aemblii CUTHAT W pagapHbBIi OTKIWK I0-
Jal0TCsl Ha CMecuTeNb U oldpoBsiBatoTes. [lndposoii
cUTHaJI oOpabaThIBaeTCsl aHAJIOTUYHO OOBIYHOMY pajapy
CO CTYNEHYaTON MePecTPOMKON YaCTOThI. DTO MO3BOJSIET
copMupoBaTh MPOGUIL JATBHOCTA, HO YYBCTBUTETb-
HOCTb pajiapa OrpaHMYeHa 30HOI KOPPEJISIIUU IIIyMOBOTO
curHana. [lomyyaemble Tpoduian AaJlbHOCTU CcopepKar
(azoByto MHGOPMALIMIO, TO3BOJISIOIIYIO UCITOIb30BaTh UX
st popmupoBanust PCA uzobpaxkeHuii. B nanHoit pabo-
Te TIpeajaraeMblii TTOIX0A 3KCIEPUMEHTAIBHO MCCIIEI0-
BaH C MCIOJb30BaHUEM IIIyMOBOTO pajapa, OCHOBAHHOTO
Ha IMPOBOM reHepaTope MPOU3BOJIBHBIX CUTHAJIOB.

Karouesvie croea: PCA, cryreHuarasi TepecTpoiika
YacTOTHI, IIIYMOBOU paaap.

Wn. 6. buGnuorp.: 2 Ha3B.
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®opmysanns PCA 300paxeHb 3a 10N0OMOI0I0 IyMOBO-
ro pajzapa i3 CTymiHYACTOI0 3MiHOI0 IIEHTPAJIbHOI YacTOTH /
K.O. JIykin, Ix. ®. Kim, I1.JI. Bunnain, B.I1. [Tanamap-
yyk // IpukiagHa paaioeseKTpoOHiKa: HayK.-TeXH. Xyp-
Hait. —2013. —Tom 12. — Ne . — C. 141—144.

Y poGoTi po3risiiaeTbes cucTema, 1o KoMOiHye rme-
peBaru IIyMOBHUX CHUTHAIIB i CUTHAIIB 3i CTYHiHYACTOIO
3MiHOI0 yacTtoTu. IllyMOBi curHaau 3abe3neuyoTh Kpallli
XapaKTEePUCTUKU €JIEKTPOMArHiTHOI CyMiCHOCTi, HU3bKOIL
WMOBIPHOCTI MEPEXOTUICHHS, CTIMKOCTI 0 1IyMy. 3 iHIIIO-
ro 60Ky, CTBOPEHHSI 3BUYaiHUX IIYMOBUMX pajiapiB BUMArae
BUKOPMCTAHHSI 10porux BucokoiBuakicHux ALITI. Pama-
pM 3i CTyiHYACTOIO NePeO0yA0BOI0 YACTOTH BUTTPOMiHIOIOTh
BY3bKOCMYTOBi curHajiu. Lle no3Bosisie BUKOPHUCTOBYBATH
HusbKolBuAKicHI ALITT 3 BeuKuM AMHaMiYHUAM Jiana3o-
HOM i MEHIIIOIO 1[IHOO. AJIe MePiOAMYHICTh BUIIPOMiHIOBA-
HOT'O CUTHAJIy MPU3BOIUTD 10 HASIBHOCTI HEBU3HAUYEHOCTI
3a JAJIBHICTIO i BACOKOI YYTJIMBOCTI 10 MOHOXPOMAaTUYHUX
nepemkoa. ¥ podoTi MPOMOHYEThCS IMiIXil, SIKUM SIBIsIE
00010 TeHepallilo By3bKOCMYTOBMX IIIYMOBUX CUTHAJIIB 3i
CTYMIHYACTOIO IepedynoBOIO LIEHTPaIbHOI YacToTu. Bu-
MPOMIHIOBAaHUI CUTHAJ i paTapHUI BiAryK MOMAIOTHCS Ha
3MmilnyBau i ouudpoByoThes. Ludposuii curHan oopo-
OJISIETBCS aHAJIOTIYHO 3BUYAHOMY pajapy 3i CTyIiHYac-
Tolo mnepedynoBolo yactotu. Lle no3sosisie cpopmysatu
npodiib JABHOCTI, ajie YyTIMBICTh pajapa oOMeKeHa 30-
HO KopeJislii mymoBoro curHany. OnepxkyBaHi mpodi-
JIi TaJIbHOCTI MICTSATh (Da3oBy iH(GOpMaLliio, 1110 JT03BOJISIE
BUKOpPUCTOBYBaTH ix st popmyBaHHsI PCA 300pakeHb.
VY naHiii poOOTi MPOIMOHOBAHUI MiIXil €KCIIEPUMEHTAIBHO
JOCJTIIKEHO 3 BUKOPUCTAHHSIM LIIYMOBOTO pajaapa, 3aCHO-
BaHOIo Ha IM(pPOBOMY reHepaTopi NOBiIIbHUX CUTHATTIB.

Kuwouosi crosea: PCA, crynmiHyacTa 3MiHa 4acTOTH,
LIIYMOBMI panap.

In. 6. BiGmiorp.: 2 Haiim.
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KA-BAND GROUND-BASED NOISE SAR TRIALS IN VARIOUS CONDITIONS

KA. LUKIN, A. G. STOVE, K. KULPA, D. CALUGI, V.P. PALAMARCHUK, P.L. VYPLAVIN

Interest to noise radars is growing because they provide good electromagnetic compatibility, the best Low
Probability of Interception (LPI) and Probability of Exploiting (LPE) characteristics and other desirable
features whilst current progress in electronics makes them more and more affordable. One of the noise radar
applications is SAR imaging. Correct operation of SAR requires high stability of radar parameters including the
parameters of the probing signal. This paper is devoted to experimental investigation of Ka-band ground based
noise SAR and estimation of noise level, dynamic range, range resolution, residual fluctuations and sidelobe
levels. In the paper, we briefly describe design of the Noise Waveform SAR and present the trials results.

Keywords: noise radar, SAR, interferometry.

I. INTRODUCTION

Currently, noise radars (NR) is gaining more
interest from engineers and researchers. Progress in
analog and digital electronics enables their design to
be simpler and cheaper and, thus, increases NR af-
fordability. Noise signals provide high robustness to
interference, good electromagnetic compatibility,
low probability of interception (LPI), simple genera-
tion of signals with low range sidelobes and having a
highly stable frequency spectrum shape. The presence
of so called residual fluctuations in range profiles is a
well known effect of using noise signals. They appear
in the compressed signals as random fluctuations of
the cross-correlation function related to the random-
ness of sounding signal. Their level is dependent on
time-bandwidth product of the signal. Proper choice
of the integration time and the signal bandwidth ena-
bles the negative effects of residual fluctuations to be
reduced to a level where they have only a minor effect
on the dynamic range of the radar[1-3].

In the Laboratory of Nonlinear Dynamics of
Electronic Systems of IRE NASU a Ka-band Ground
Based noise waveform Synthetic Aperture Radar (GB
NW-SAR) has been designed for imaging of illumi-
nated areas and detection of small structural changes
in buildings, constructions or environmental forma-
tions using differential SAR interferometry technique
[4,5]. The SAR principle in this radar is realized us-
ing a novel design of Antennas with Beam Synthesis
(ABS) [6-8]. Two such antennas can be used in this
system providing operation in bistatic and monostatic
regimes. A truly random Ka-band signal with band-
width up to 480 MHz provides high range resolution
of the SAR images. A series of experiments with the
aimof testing this SAR system have been carried out
against various backgrounds such as: on asphalt and
ground areas with low incidence angles and on the
water surface of a wide pond.

In the paper, we shortly describe main perform-
ance of the Noise Waveform SAR, the trials results,
and discuss its future applications.

2. KA-BAND GROUND BASED
NOISE WAVEFORM SAR

The GB NW-SAR operates at (36.0 — 36.5)
GHz. To obtain good angular resolution and
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coverage without turning the whole system, scanning
is achieved by moving a single slot along the desired
antenna aperture and forming the angular resolu-
tion by the equivalent of focused synthetic aperture
processing [6-8]. Physically, the scanner is a length
of waveguide with its broad wall removed and a piece
of copper sheet containing the resonant radiating/
receiving slot and some matching structures is pulled
along its front face. The elevation pattern is formed
with a 2D horn structure [6-8]. The GB NW-SAR is
shown in fig. 1.

Fig. 1. The Ka-band noise SAR photo

The system can either be used as a short-baseline
bistatic system with identical transmit and receive
antennas, or monostatically with a small horn trans-
mit antenna directly above the receive antenna which
is used to form the narrow synthesized beam [6-8].
This synthetic aperture mode of operation gives the
advantage that the SAR imagery provides an indi-
cation of the close-to-carrier noise, but it did mean
that any movement of a target during the 20 seconds
or so which it took to form an image led to its being
defocused in azimuth. The farther unit is the receiver;
the vertical green waveguide feed to the monostatic
transmit transmitter can be seem attached to this unit.
The nearer unit is the transmitter. The box with the
heat sink is the control unit with the power supply.
The copper band with the radiating slot in it can be
seen at the near end of the transmitter. It is designed
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NOISE WAVEFORM SAR

to fit standard 35mm film sprockets. The unit below
the baseplate contains the stepper motor which drives
the. The scan is indexed by an optical sensor on the
back on the copper tape but the system also uses an
absolute-position shaft encoder above which can be
seen above the motor unit. The main performance of
the system is summarized in Table 1.

Table 1
Main performance of Ka-band Noise Waveform SAR
Operational mode Bistatic
Waveform CW Noise
Working frequencies, GHz 36-37
Power Spectrum Bandwidth at -3 dB 045
level, GHz ’
Antenna pattern width in elevation, deg |20
Antenna pattern width in azimuth, deg |80
Maximal transmitted power, W 0.15
. “Gaussian” or
Nominal Power spectrum shape “Rectangular”
Receiver frequency response width, GHz (0.5 or 1.0
Receiver Noise Figure, dB <7
ADC Sampling rate, GSamples/sec 1.0 0r 2.0
Synthetic aperture length, m 0.7
Cross-range resolution at 50 m distance, 03
m .
Range resolution, m 0.35
Precision of displacement detection, mm |0.03
Single scan duration, s ~22

3. EXPERIMENTAL INVESTIGATIONS

The trials were planned to concentrate on prov-
ing the resolution, dynamic range and stability of the
radar. The noise limited sensitivity was estimated
based on the return from a corner reflector. Other trial
aims were to measure returns from water, which led to
the SAR image of the lake being obtained. This trial
provided an illustration of the capabilities of the GB
NW-SAR and a comparison with some of the more
tightly-controlled trials. In all, a comprehensive set of
tests were able to be carried out during the week of the
trials.

The antenna took up 237 discrete positions dur-
ing the scan. At each of the antenna positions signals
were transmitted, received and recorded at 1GHz
rate. Thus, each data set consists of 237 subsets of
data. Each data subset consists of 1 940 480 samples,
representing just under 1.95ms of data. The data was
recorded for every half wavelength of the movement
of the real aperture along the line of the synthetic ap-
erture. The first step in the analysis was to correlate
the signal with the reference for each data set. For
the 'lake' data set the correlation was performed out
to 10000 range cells (1500m at 1GHz sample rate)
but nothing was seen beyond about 4350 cells (about
650m). Correlation estimation yielded only real data,
since both inputs to the correlation were real. Further
processing requires analytic signals with complex val-
ues. The imaginary part for these signals may be ob-
tained using a Hilbert transform.
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Two algorithms were used for obtaining angular
resolution. First images were generated using simple
FFT-based approach. The successive samples at each
range cell were stacked together, zero-filled to 256
points and Fourier transformed to give the angular
resolution. This is in fact a beam-forming rather than
a SAR process. The data was given a cosine-squared
weighting to control the azimuth sidelobes. The an-
gular resolution of the data was 0.24°, determined by
the synthetic aperture length. The azimuth cell width
was slightly less, 0.22°, determined by the FFT size.

At this stage, the image of the lake was examined,
to get a 'feel’ of the performance of the radar in a rela-
tively simple scene, i.e. one which was known to have
a relatively 'clear' area (the lake itself) at short range.
Fig. 2 is a SAR image of the lake, fig. 3 is a 'Google
Earth' picture of the area

Fig. 2. SAR image of the Lake

Fig. 3. Satellite image of the Lake

Applied Radio Electronics, 2013, Vol. 12, No. 1
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The arcs in the SAR image are caused by failure
of the target to focus perfectly in bearing, because part
of it has decorrelated (i.e., moved) during the rela-
tively long time taken for the antenna to travel across
the synthetic aperture.

The prominent white line at the upper edge of the
limit is due to the d.c. offsets in the signal and refer-
ence, which, having no bandwidth, produces a return
at all ranges, but, being always present, focuses up at
broadside (the ‘end’ of the image around which the
SAR image ‘folds’). It can be removed by calculating
the mean value of each data set and subtracting this
value from each element before performing the cor-
relations. Since the mean value of any finite number
of normally-distributed random values will not be ex-
actly zero, this process introduces a small bias into the
data, equivalent to a high-pass filtering of the data. In
practice, the noise bandwidth would not go exactly
down to zero, so this is not an issue.

Fig. 4 shows an example of a SAR image of the
same area obtained with removal of DC offset and us-
ing a straightforward SAR imaging algorithm rather
than FFT-based one. This algorithm requires more
processing time but takes into account detailed in-
formation about movement of the antenna’s phase
centers and gives results with higher precision. Main
features of the scenario are marked in the image. The
most distant target is at a range of about 640m, which
is believed to have been a record for a noise wave-
form radar at the time when the trials were done. The
brightness is scaled using a range-squared ‘sensitivity
time control’ on the image to avoid the barge domi-
nating the dynamic range and have then increased the
contrast to help detection.

-140 120 110080 60 -40 20 0 20 40 60 80 100 120 140

Fig. 4. SAR image of the Lake with main features marked:
A) Lake shore and the little building;
B) Shore of the island; C) Barge very close to position
of radar; D) Obvious distant target

Applied Radio Electronics, 2013, Vol. 12, No. 1

It can be seen that the signal/background on
the target in the middle of the SAR image is between
50 dB and 60 dB. The dynamic range against some of
the targets at short range exceeds 60 dB. The general
level of the azimuth sidelobes is about 40 dB, which
is good for a one-way antenna pattern. Another im-
age was also obtained in another direction at the same
site, one which contained more targets. This is the
scene at the boat club which is shown in fig. 5. Fig. 6
shows its SAR image. SAR images generated from this
area enable clear detection of such objects as fence,
car (labeled ‘auto’), trees, and corner reflectors (la-
beled ‘scatteratori’). Fig. 7 shows SAR image of two
corner reflectors spaced by 1 m and placed in the
walking path (fig. 5) at the distance of 31 m from the
GB NW-SAR.

Fig. 5. Photo of the measurements area

38 7 3 S -4 3 2 -1 0 1 2

Fig. 7. Zoomed in image of two corner reflectors at area
shown in Fig.5. Distance between the reflectors is Im

This image clearly shows that the radar is capable
of achieving its expected resolution of about 50 cm in
both down-and cross-range.
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3.1. Image of the Asphalted Court

A series of SAR images of an area covered by as-
phalt were obtained at low grazing angles. Figure 8
shows the scene of measurements and figure 9 shows
the SAR image obtained in a straightforward manner
and adds labels to indicate some of the features which
can be seen in this image. This image extends out to a
maximum range of 100m.

Fig. 8. Asphalted court and GB NW-SAR
in bistatic configuration

Fig. 9. SAR image of asphalted court with main features
of the scene marked: A) gate at the end of the area;
B) region of vegetation seen on the left of the photograph;
C) building at the edge of the area; D) some vehicles
at the left side of the radar; E) the region containing
the corner reflectors

A significant feature of this image is that the noise
floor is similar to that of the SAR image of the lake,
and so is the dynamic range of the image.

3.2. Indoor measurements

In order to characterize operation of the GB-
NW SAR on an indoor scenario measurements have
been performed during NRT 2012 conference in
Yalta Crimea. The experiments were done inside a
conference hall with concrete walls and some chairs
on the floor. A SAR image was obtained with the best
specialist in noise radar sitting on the chairs in front of
the noise GB NW SAR. Figure 10 shows photograph
of the scene and the obtained SAR image of the room
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with people and with empty chairs. The measurement
was perfectly safe because radiated power was as low
as 1 mW. It can be seen that the room, radar com-
munity and empty chairs are well resolved and clearly
seen in the obtained SAR images. The strongest re-
flection in the image corresponds to the mirror reflec-
tion from the far wall in front of the radar.

Fig. 10. Photograph of the indoor scenario

4. SENSITIVITY

The power budget of the radar at maximum sensi-
tivity when using synthetic-aperture antennas on both
transmit and receive was estimated theoretically using
the known specifications of the radar system and tak-
ing into account the integration time. The integration
is performed in the signal processing by performing
range compression and synthetic aperture processing.

For the tests in the asphalted court, the signal to
noise ratio expected for the largest corner reflector
(a tridehral 30cm long on the sides) was 97.5dB. The
measured signal to noise ratio was 39dB.

The results for all four corner reflectors are sum-
marized below

Table 2
Expected Sensitivities

Side Expected SNR Observed SNR Discrepancy

30cm  97.5dB 39dB 58.5dB
I5cm  85.5dB 42dB 43.5dB

51dB 34.5dB
10cm  78.4dB 45dB 33.4dB

If we assume that any uncontrolled factors will
only reduce the signal to noise ratio, and noting that
the latter two rows of the table both show discrepan-
cies of about 34dB, we may conclude that the sensitiv-
ity of the radar is about 30dB less than simple theory
would suggest.

One cross-check is to use the assumption that the
transmit-receive isolation is of the order of -100dB,
so the leakage power for 7dBm transmit power would
be -92dBm. In contrast, the power returned from
the smallest corner reflector would be expected to be
-71.5dBm, i.e. about 20dB above the leakage signal.
The measured ratio is +25dB. This suggests that the
signal levels are as expected, implying that the source
ofthe discrepancy in the signal to noise ratios would be

Applied Radio Electronics, 2013, Vol. 12, No. 1
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expected to be found in the background noise levels.
The most likely explanation of this mismatch is that
the measurements at the asphalted court were done
during windy conditions and vegetation around the
radar was moving during the scanning. This led to los-
ing of coherence of its responses in the SAR image and
spreading out in azimuth. This is proven by the noisy
arcs visible in the image at the ranges corresponding
to the areas with highest vegetation amounts.

The sensitivity may also be limited by the far-out
sidelobes of the targets.

5. RANGE AND DOPPLER
RESOLUTION

Fig. 12 shows the down-range cut through the re-
turn from the largest corner reflector

Power (dB)
70
S0
30
v |
B
10 ‘ "
200 400 600 800 1000
Range Cell

Fig. 12. Range cut through 30cm corner reflector

The corner reflector is at range cell 131. It is clear
that other targets at longer range limit the ability to
see the noise floor. It can be seen, however, that the
dynamic range is at least 60dB and so the far-out
sidelobe level must be below -60dB. Fig. 13 shows the
cut ‘zoomed in’ around the target.
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Fig. 11. SAR images of scenario shown in fig.10 obtained (a) with people on the chairs and (b) without them
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Fig. 13. Range cut near the corner reflector

This shows that the down-range sidelobes are
probably at least 30dB below the peak. However, the
second peak around cell 140, 13dB below the peak,
is probably part of the same return. The difference in
range between them is about 1.35m which is compat-
ible with the physical size of the radar equipment, so
this return may be due to internal reflections within
the radar. The signal in cell 149 may also be due to
another internal reflection, but this is more specula-
tive. It might be a separate return, but the range extent
of all the targets on the SAR image suggests that it is
present on all the targets. The range sidelobes could
probably be improved by weighting the spectrum of
the received signal. The 3dB width of the signal is
about 3 cells (0.45m) which is compatible with the
signal bandwidth of about 400MHz. Figure 14 shows
the cut of the data from the corner reflector in the
bearing domain.

In this image the corner reflector is in cell -100.
The dynamic range is limited by instability in the re-
turn from the bushes, around cells 50 and 60. Exami-
nation of the return from the gate in figure 12, how-
ever, suggests that the cross-range dynamic range is
also limited to about this level.
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Fig. 14. Cross-range profile of the corner reflector

6. CONCLUSION

The Ka-band GB NW-SAR is capable of pro-
ducing high resolution imagery, with close-to-ideal
resolution and a demonstrated dynamic range of at
least 60dB. It is capable of seeing navigational features
at ranges out to about 650m. The experiment showed
certain mismatch between the theoretical and meas-
ured signal-to-noise ratio which may be explained
by losing of radar returns coherence due to objects
randomly moving during measurement and by the bi-
static angles being too high for correct operation of
corner reflectors. It is therefore important to investi-
gate signal-to-noise ratio by further experiments, may
be to reveal other sources of the above mismatching
between theory and the experiments.

The far-out sidelobes in range are at least 60dB
below the peak, but in Doppler they are probably
only 30dB down. This may happen due to instabilities
of the scene and radar during the measurements on
windy day. Apart from the features described above,
the remaining sidelobe pattern appeared to be roughly
elliptical in the range-Doppler.
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Hcnbitanus nazemioro mymooro PCA 8-mm nuana-
30Ha B pa3iuuHbix ycaosusax / KA. Jlykun, A.T. Ctoys,
K. Kynema, . Karymku, B.I1. [Tanamapuyxk, I1.JI. Bei-
miaaBuH // TlpukianHast paauoaJieKTPOHUKA: Hayd.-TeXH.
xypHast. — 2013. Tom 12. Ne 1. — C. 145—151.

WMHTepec K LIIYMOBBIM pajapaM pPacTeT, MOCKOJbKY
OHU O0ecreunBaIOT HAUIYUILYIO0 JIEKTPOMAarHUTHYIO CO-
BMECTUMOCTb, MAJTYI0 BEPOSITHOCTh MepexBaTa U UCIOJb-
30BaHUs CUTHAJIOB U JIPYTUe MOJOXUTEbHbIE CBOMCTBA,
B TO BpeMsI Kak IMpOTpecc B JIEKTPOHUKE JieaeT UX Bce
6ojiee goctynHbIMU. OfHON U3 chep MpPUMEHEHUs IiIy-
MOBBIX CUTHAJIOB SIBJISIIOTCSI pafapbl C CUHTE3UPOBAHHOM
aneptypoit (PCA). Ins npaBunbHoit padbotsl PCA TpeOy-
€TCsl BbICOKAsl CTAOMJILHOCTb MapaMeTpoB pajaapa, BKIIO-
yas mapaMeTpbl 30HAMPYIOLIero curHaia. JJanHas pabora
MOCBSIIeHA 9KCIEPUMEHTATLHOMY UCCAENOBAHUIO §-MM
HazeMHoro 1mymoBoro PCA u onieHKe ypoBHS 1llyma, M-
HAMUYECKOro aMana3oHa, pa3pelieHusi Mo AaTbHOCTH,
OCTaTOYHBIX (PIIyKTyalnii U 60KOBbIX JIeNTeCTKOB. B paboTe
MbI KPAaTKO OMUCHIBAEM YCTPONCTBO IITYMOBOTO HA3€MHOTO
PCA u npencrasiisieM pe3y/ibTaTbl U3MEPEHUT.

Karouesoie crosa: mymoBoii panap, PCA, narepdepo-
MeTpusi

Wn.14. bubauorp.: 8 Ha3B.
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Bunpo6oByBanns HazemHoro mymoBoro PCA 8-mm
nianazony y pizuux ymosax / K.O. Jlykin, A.I'. Croys, K.
Kynbma, 1. Kanymxi, B.I1. [Tanamapuyk, I1.JI. Buniasin
// IlpukiianHa pamioeseKTpoHiKa: HayK.-TeXH. XXypHas. —
2013. Tom 12. Ne 1. — C. 145—151.

IHTepec o 1myMoBHX pagapaM pocTe, OCKIJIbKA BOHU
3a0€3IMeuyoTh HalKpally eJIeKTPOMAarHiTHY CYMICHICTb,
MaJly WMOBIPHICTb TEPEXOIJICHHSI i BUKOPUCTAHHS CUT-
HaJIiB Ta iHII MO3UTUBHI BJIACTUBOCTI, B TOI Yac SIK Mpo-
Irpec B €JEKTPOHILi PpOOWTH IX BCE OIIBII JOCTYITHUMMU.
OnHiero 3i obnacTeil 3acTOCyBaHHSI IIIyMOBUX CUTHaiB
€ pagapu 3 cuHTe3oBaHoM aneptyporo (PCA). [lns npa-
BWIbHOI pobotn PCA motpiOHa BHCOKa CTaOiIbHICTh Ta-
paMeTpiB pagapa, BKIOYaOUM mapamMeTpu curHaiy. Jlana
poboTa MpUcBsIYeHa eKCIIEPUMEHTAIBHOMY JOCTIIKEHHIO
8-MM HazeMHoro mymoBoro PCA Ta ouiHIIi piBHS 1Iymy,
NMHAMIYHOTO Aiana3oHy, po3pi3HEHHs MO JaJIbHOCTI, 3a-
JIMIIKOBUX (PIIYKTYyalLiii i OiYHMX ITeJIFOCTOK. Y poOOTi M1
KOPOTKO OMHUCYEMO MPUCTPilt iryMoBoro HazemHoro PCA
i IpecTaBIsSIEMO pe3yIbTaT BUMipIOBaHb.

Karouoei caosa: mrymosuii pagap, PCA, inTepdepome-
Tpis.

In. 14. Bi6niorp.: 8 Haiim.
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TOMOGRAPHIC IMAGING USING NOISE RADAR

AND 2D APERTURE SYNTHESIS

KA. LUKIN, P.L. VYPLAVIN, V.V. KUDRIASHOV, V.P. PALAMARCHUK, O.V. ZEMLYANIY,
S.K. LUKIN JONG-MIN LEE, JONG-SO0 HA, SUN-GU SUN, YOUN-SIK KANG, KYU-GONG CHO,

BYUNG-LAE CHO

Implementation of 2D aperture synthesis enables obtaining of 2D angular resolution which in combination
with range resolution gives tomographic 3D images. Tomographic 3D radar images can give detailed and
precise information about spatial distribution of semitransparent objects or other area of interest. Radar
tomography may be realized with the help of any type of high resolution radar; however this paper is focused
on noise radar tomography. We describe simulation of wideband noise radar operation combined with 2D
aperture synthesis and present some results of tomographic SAR imaging experiments using continuous
noise waveform and 2D aperture synthesis carried out in S-band.

Keywords: noise waveform, radar tomography, 3D SAR imaging, noise waveform SAR, antenna with beam

synthesis.

INTRODUCTION

There are many applications of radar imaging and
radar tomography. For instance, such systems can be
used for intrusion detection, concealed weapons de-
tection, monitoring of bridges, buildings, towers, etc.
3D microwave or millimeter wave imaging of partially
transparent objects may be realized via generation of
a series of 2D images as cross-range slices at differ-
ent range gates [1] which is possible when applying
a high resolution radar. Actually this technique is a
combination of 2D aperture synthesis and wideband
radar ranging with high enough resolution. Hereinaf-
ter, this technique will be called as Radar Tomography
which is in agreement with general definition of the
tomography. Microwave or millimeter wave radar to-
mography may be realized with the help of any type
of high resolution radar; however in this paper we
will be focused on Microwave noise radar tomography
[2,3]. To demonstrate this capability of noise radar we
have carried out computer simulation of noise radar
operation in combination with 2D aperture synthe-
sis. Indoor experiments aimed on obtaining of 3D to-
mographic images of a laboratory room interior have
been carried out using S-band noise radar. Besides,
we have shown tomographic 3D images generated
experimentally and have estimated the coordinates of
some strong scatterers measured from these images.
Bisatic Ka-band Noise waveform SAR using anten-
nas with beam synthesis [3,4] may be applied for to-
mographic imaging as well, but the related results are
presented in another paper by the authors.

I. 2D IMAGE GENERATION USING NOISE
WAVEFORM AND 2D APERTURE SYNTHESIS

Consider, first, simulation of 2D imaging using
2D aperture synthesis along two cross-range coordi-
nates with the help of wideband Noise Radar. The
required noise waveform with Gaussian shape of its
power spectrum has been obtained from white noise
sequence via application of three transformations: 1.
Fast Fourier Transform (FFT), 2. Gaussian window-
ing in frequency domain, and 3. Inverse FFT [2,3] to
obtain the required random signal in time domain.
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We have simulated 2D aperture synthesis for the
case of rectangular aperture shape. We suppose me-
chanical motion of transmit/receive (Tx/Rx) antenna
or proper electronic switching between elements of 2D
Tx/Rx antenna array. Rectangular aperture is realized
via line by line scanning consisting in radiation and re-
ception of noise signal at each discrete position of the
antennas. The scene consists of point-like scatterers
which don’t have mutual electromagnetic interaction.

SAR imaging can be considered as matched fil-
tration of the signals received by Rx antenna at differ-
ent positions. Reference function for such filtration is
obtained as a signal from a point-like scatterer placed
at the point of interest. Such matched filtration can be
described in spectral domain as follows. Relation for
a Fourier component of the received signals from a
point-like scatterer can be described as a harmonic of
probing signal with factors which describe its distor-
tions due to propagation and backscattering:

Em (f’XIaXZ):

:EO(f,Xl’XZ)'C(x,ysz)h(stI!Xzsxaysz)s (D
where Ej(f,x.%,) is a Fourier component of the
signal radiated at the antenna position described by
two coordinates on the plane of the synthetic aperture
(x1>%2); f is frequency; ¢(x,y,z)is reflection coeffi-
cient of the scene element with coordinates (x, y,z);
h(f,x1>x2-%,¥,2) is a factor describing propagation
of the signal from antenna at the position (,,x,) to-
wards the target with coordinates (x,y,z) and back.

Relation for estimation of the reflectivity & ofthe
given point (x,y,z) of the 3D scene using matched
filter concept will have the form of convolution be-
tween measured signals and theoretical return from
the point-like scatterer [6]:

&(x%.:2)=

:IJ J Erec(f?Xl:XJ)'Em* (f7X1’X2)dde1dX27 (2)
S -0

where E,.(f,x,%,)is a Fourier component of the

signal received by the radar receiver at the given
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antenna coordinates; S is the surface of antenna ap-

erture, superscript = denotes complex conjugation.
Reference signal from idealistic scatterer
E, (f.xx,) is to be substituted from (1) taking
¢(x,y,2)=1. The propagation factor 4( f,x;,%2,X,9,2)
is to be obtained from geometrical consideration of
relative positions of antenna and scatterer and model
of propagation. Let us denote for simplicity the co-

ordinates of Tx/Rx antenna as radius-vector R, and

coordinates of the point of interest as ﬁxyz. For the
far zone of the antenna the propagation factor can be
written as follows:

o 74ni‘RX—nyz
P(R R, ¢
h(f,RX,nyz): (RX J’Z) f 2 )

‘RK - nyz

3)

where P(IQX,RW is pattern of the physical antenna; ¢
is propagation velocity of radio frequency in the medi-
um. Low variation of amplitude part of (3) enables to
leave only phase part of the signal propagation factor.

When SAR antennas move with low velocity and
transmitting-receiving is carried out at certain posi-
tions, it is possible to substitute integral over y, and
%, by a sum over all antenna positions. Besides, due
to the limited duration of signal, integration over fre-
quencies can be substituted by sum over frequency
spectrum components.

The cross-range resolution in both angular di-
rections is defined by the corresponding dimensions
of synthetic aperture and wavelength of the probing
waveform. For simulation of 2D imaging via 2D ap-
erture synthesis an object has been formed as a set of
scattering points, which are shown in Fig. 1. The im-
age of this object generated with rectangular scanning
geometry is shown in Fig. 2.

®
e ® ‘e
° ®
. ®
® ®
e® *

Fig. 1. 2D model formed by a number
of point-like scatterers

Simulation was done for the following param-
eters: carrier frequency 3.6 GHz; power spectrum
bandwidth 200MHz; range 1m; synthetic aperture
dimensions 0.6x0.6 m; size of radar field of view
2.4x2.4m; spacing between antenna positions 2.5cm.

Applied Radio Electronics, 2013, Vol. 12, No. 1

120

-120 -100 -80 -60 -40 -20 o 20 40 60 80 100 120

Fig. 2. 2D coherent image generated with the help
of 2D aperture synthesis and noise waveform.
Modeled taget is shown in Fig.1

II. 3D IMAGE GENERATION USING
NOISE WAVEFORM AND
2D APERTURE SYNTHESIS

Microwaves are reflected by human body and
by metals. The principle of tomographic 3D imaging
consists in illumination of the object of interest with
a broadband signal enabling to get high enough range
resolution and in formation of 2D image for provid-
ing the angular resolution required. This is based
on the fact that microwaves can penetrate through
many artificial and natural media which are opti-
cally opaque. Dielectric materials such as plastics and
organic materials will cause partial reflection of the
waves and partial transmission so they will be seen as
partially transparent. Having the reference signal we
can vary its delay and thereby perform range focusing
which enables generation of 2D image (tomographic
slice) from certain range inside transparent object,
separately. In this way, application of noise waveform
with wide enough power spectrum bandwidth enables
layer-by-layer visualization of a semitransparent ob-
ject and, therefore, generation of its tomographic 3D
image.

The Noise Radar system uses illumination by
random signal and coherent detection (both ampli-
tude and phase) of the scattered wave. Noise wave-
form with a variable power spectral density width
enables controlling the resolution in depth of the 2D
Imaging. The range resolution is defined by the power
spectrum bandwidth, as

AZ =C 2 Af 5
where Af is power spectrum bandwidth, c is the ve-
locity of light.

Use of random waveform delivers such benefits as
absence of range ambiguity and improving immunity
against external electromagnetic interferences [1-3].
Thus imaging with 2D aperture synthesis and noise
waveform enables tomographic 3D imaging through
the range resolution of the wideband radar.
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III. EXPERIMENT FOR INDOOR
3D SAR IMAGING

Experiment was carried out using 3.5GHz
transceiver. Noise continuous waveform (CW) with
300MHz bandwidth and 20mW transmit power was
used for sounding. 2D rectangular SAR scanning was
implemented by moving a receive antenna on spe-
cial supplement construction. Transmit antenna re-
mained the same position during the measurements
which lead to loss of half of the angular resolution but
enabled to overcome high crosstalk between anten-
nas and simplify the construction. Synthetic aperture
dimensions of 0.6x0.6m defined angular resolution in
both cross range axis of about 8°. Radar return and ref-
erence signals were down converted to intermediate
frequency band and digitized with a 1Gs/s 8bit ADC
and then processed in a PC using the proposed algo-
rithm. Dynamic range of the generated 2D and tomo-
graphic images reaches 42dB which is determined by
7bit effective vertical resolution of the ADC.

Fig. 3 shows a picture of the experiment sce-
nario.

Fig. 3. Scenario for tomographic 3D SAR imaging

The scheme of the experiment includes position
ofthe SAR receive aperture and two test targets shown
on the Fig. 4. The measurements were carried out in a
laboratory room with concrete walls and floor. Inside
the room, there were several tables with equipment,
metal chairs and multiple metal objects.

The wall

SAR _- «Sphere §*Corner ~~~-_ i

reflector TS

0

Fig. 4. Scenario for the experiment
(see picture of the scene in fig. 3)
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Two targets having rather strong reflectivity were
placed in the radar field of view inside the room: a
duralumin corner reflector and a polyethylene sphere
covered with aluminum foil (Table 1). The targets po-
sitions were measured from the SAR aperture center.

Table 1
Details of the experimental setup

Corner

Features of the targets Sphere reflector
Range, m 1.6 4.8
Cross range, m -0.5 0.8
Elevation, m -0.1 -0.4

Size, m radius=0.1| length=0.3
Radar cross section, m? 31.4:103 19.7
Size of the angular
resolution cell at the distance 0.5 1.3
of the target, m

Fig. 5 shows a 2D SAR image obtained using
the data from these tomographic measurements (top
view). The sphere and the corner reflector are clearly
seen in the image. Besides, the back wall of the room,
tables and chairs could be easily recognized in the im-
age as well.

10 0
2

9
-4
8 -6
The wall — )
-10
6 -12
-14

s
Corner 16
reflector + -18
-20

3
®
x 24
Sphere ———2 ) 2

1 [}
TR TIE
0 -30
4 3 2 A

5 0 1 2 3 4 s

SAR aperture ———— >}

Fig. 5. 2D ‘range’-‘cross range’ SAR image of laboratory
room; top view (see picture of the scene in Fig. 3)

Fig. 6 shows vertical slice of tomographic 3D
SAR image at the distance of 1.6m which corresponds
to the sphere position. The target is clearly seen in the
image.It has to be noted that at this distance from the
radar synthetic aperture all the resolutions along all
three coordinate axis (elevation, azimuth and range)
are comparable (Table 1).

M

0

Fig. 6. Vertical slice of tomographic 3D SAR image
at the distance corresponding to the sphere position

Applied Radio Electronics, 2013, Vol. 12, No. 1



Lukin K.A. et al. Tomographic imaging using noise radar and 2D aperture synthesis

Fig. 7 shows vertical slice of tomographic 3D
SAR image at the distance of 4.8m which corre-
sponds to position of the corner reflector. The latter is
also focused well. Besides, responses from chairs and
tables can be also found in this image. Fig. 8 shows
vertical slice of tomographic 3D SAR image at the
distance of 8m which corresponds to the back wall of
the room and shows strong reflection from this wall.
Magnitudes of the responses are in a good agreement
with the known RCS values of the reflectors. Posi-
tions of the detected peaks are in a good agreement
with the placement of the radar targets (listed in Table
1). Range and angular resolutions obtained are close
to their theoretical values. Application of Noise wave-
form and coherent reception of the radar returns ena-
bled performing tomographic radar measurements
inside the room containing high number of reflectors
and, also, at the presence of multiple reflections from
the walls. Experimental results have shown high re-
peatability of the measurements.

T~
T

SAR ?Corner
aperture T reflector

6.5

0

Fig. 7. Vertical slice of tomographic 3D SAR image at the
distance corresponding to position of the corner reflector

Fig. 8. Vertical slice of tomographic 3D SAR image
at the distance corresponding to the back wall position

CONCLUSIONS

A method for generation of tomographic 3D mi-
crowave images based upon 2D Aperture Synthesis
and Noise Radar Technology has been considered
theoretically and validated experimentally.

We have carried out computer modeling of noise
radar operation in 2D aperture synthesis mode. The
code developed gives a possibility to simulate: (1)
tomographic 3D image generation for various 2D
synthetic aperture geometries; (2) simulation of the

Applied Radio Electronics, 2013, Vol. 12, No. 1

response from point scatterer and (3) perform space-
time processing. Besides, this code can be used for
processing of realistic radar data and for generation of
tomographic 3D SAR images.

We have analyzed resolution and sidelobes of var-
ious configurations of synthetic aperture through the
modeling of 1D and 2D aperture synthesis. Besides,
we have carried out experiment for tomographic 3D
SAR imaging using S-band (3.5 GHz) continuous
waveform noise radar and 2D rectangular synthetic
aperture. In these experiments we have shown possi-
bility to generate tomographic 3D SAR images and to
measure positions of strong scatterers in these images.
The method is promising for many applications, in
particular for homeland security and covert terrorist
detection inside buildings.

References

[1] Lukin KA. et. al. 2D and 3D imaging using S-band noise
waveform SAR // Proceedings of 3rd International
Asia-Pacific Conference on Synthetic Aperture Radar
(APSAR), 2011. pp. 1-4.

[2] Lukin, KA. Noise Radar Technology //
Telecommunications and Radio Engineering, Vol.55
(2001), No. 12, pp.8-16.

[3] Lukin, K.A. Noise Radar Technology: the Principles
and Short Overview // Applied Radio Electronics, Vol.
4, No. 1, pp. 4-13, (2005).

[4] Lukin KA. et. al. Ka—Band Bistatic Ground-Based
Noise Waveform SAR for Short-Range Applications //
IET Radar, Sonar & Navigation 2008. Vol.2. No. 4, pp.
233-243

[5] Trachi D., Lukin KA., Fortuny-Guasch J., Mogyla A.,
Vyplavin P., Sieber A. SAR Imaging with Noise Radar
// 1EEE transactions on Aerospace and Electronic
Systems AES 2010, Vol. 46, No. 3, pp.1214-1225.

[6] Curlander J., McDonough R. Synthetic Aperture Radar:
Systems and Signal Processing. — John Wiley & Sons,
1991. - 672 p.

Manuscript received January, 29, 2013

Konstantin A. Lukin, for photograph
and biography, see this issue, p. 24.

Pavlo L. Vyplavin, for photograph and
biography, see this issue, p. 94.

Volodymyr V. Kudriashov, Ph.D. stu-
dent, researcher in Laboratory for
Nonlinear Dynamics of Electronic
Systems (LNDES), 0O.Ya. Usikov
Institute for Radiophysics and Elec-
tronics of the National Academy of
Sciences of Ukraine. Field of scien-
tific interests: radiometric measure-
ments, radar signal processing, SAR
imaging.

Vladimir P. Palamarchuk, for photo-
graph and biography, see this issue,
p. 144.

Oleg V. Zemlyaniy, for photograph
and biography, see this issue, p. 36.

Sergiy K . Lukin, for photograph and
biography, see this issue, p. 36.

155



NOISE WAVEFORM SAR

156

Jong-Min Lee, Ph. D., principal re-
searcher in Agency for Defense De-
velopment (ADD) in Korea. Field of
scientific interests: radar system de-
sign & analysis; antenna design; and
sensor fusion & fire controls.

Jong-Soo Ha, M. S., senior research-
er in Agency for Defense Develop-
ment (ADD) in Korea. Field of scien-
tific interests: radar signal processing;
M&S of radar system; image process-
ing; and forward looking SAR.

Sun-Gu Sun, Ph. D., principal re-
searcher in Agency for Defense De-
velopment (ADD) in Korea. Field
of scientific interests: radar signal
processing; image processing; robot
vision and sensor fusion

Youn-Sik Kang, Ph. D., principal re-
searcher in Agency for Defense De-
velopment (ADD) in Korea. Field
of scientific interests: electro-optical
system design; adaptive control.

Byung-Lae Cho, Ph. D., senior re-
searcher in Agency for Defense De-
velopment (ADD) in Korea. Field of
scientific interests: synthetic aperture
radar (SAR); interferometric SAR;
forward-looking SAR; and FMCW
radar.

Kyu-Gong ChoPh. D., principal re-
searcher in Agency for Defense De-
velopment (ADD) in Korea. Field of
scientific interests: active protection;
missile & rocket defense for platforms
& localized areas; and sensor fusion &
fire controls.

YIK 621.396.962.25

®opMHpPOBaHHE TOMOTPAMM C TNOMOUIBIO IIYMOBOIO
pazapa u AByMepHOro aneprypuoro cuntesa / K.A. JlykuH,
I1.JI. Bemmnasun, B.B. Kynpsmes, B.I1. [Taramapuyk,
HxoHr-MuH Jlu, Ixonr-Cy Xa, Can-I'y Can, FOu-Cux
Kanr, Ksto-Tonr Yo, beronbr-na Yo // IlpuxknagHas
pamMosIeKTPOHUKA: Hayd.-TexH. XypHain. — 2013. —
Tom 12. —Ne [. — C. 152—156.

Peanu3anus 1ByMepHOTO amepTypHOTO CHHTE3a TI0-
3BOJISIET MOJYUYUTh IBYMEPHOE YIJIOBOE pa3pelieHue, Ko-
TOpOe B KOMOMHAILIMM C pa3pelieHrueM I10 JaaTbHOCTH T0-
3BOJIIeT (hOPMHUPOBATH TOMOTpadUUECKUEe TPeXMepHbIE
n3obpaxeHus. ToMmorpacbuueckre TpexMepHble U300pa-
JKEHUST MOTYT JaTh JACTaIbHYI0 W TOYHYIO MHOOPMAIIUIO
0 TIPOCTPAHCTBEHHOM DPACIIPENeICHUN TTOTYTIPO3PAUHBIX
00BEKTOB WJIU IPYTUX 30HIUPYEMBIX obacteit. PagapHas
ToMorpadusi MOXeT ObITh peain30BaHa C MOMOIIIBIO JIt0-
6oro Tuna pagapa ¢ BBICOKMM pa3pellieHUueM; OHAKO 3Ta
cTaThsl C(POKyCUpOBAHA HA WYMOBOL padapHoil momozpa-
@uu. MBI TIpUBOIUM pe3yJbTaThl MOJIEIUPOBAHUST pabo-
THI IIIMPOKOTIOJIOCHOTO IIIyMOBOTO pajapa B KOMOWHAIINN
C JIBYMEPHBIM aIrepTypHBIM CHUHTE30M M TIPEICTaBIIsIeM
HEKOTOpBIE Pe3yIbTaThl IKCIEPUMEHTA TIO TMOJYYCHUIO
ToMOTpaUIECKUX WM300paKeHMI, WCIOIb3ys HeIpe-
PBIBHBIC IIIyMOBBIE CUTHAJBI S-IMarna3oHa U JIByMEpPHBII
arepTyPHBIN CUHTE3.

Karouesvie crosa: 111yMOBOIi CUTHAT, pagapHasi TOMO-
rpadusi, dhopmupoBaHue TpéxmepHbix PCA n3o0paxe-
Huii, mrymoBoit PCA.

Tab6n. 1. Mn. 8. bubnuorp. 4 Ha3B.
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®opMyBaHHS TOMOTPaM 32 JOMOMOTOI0 IMIyMOBOTO pa-
Japa Ta qBoBuMipHoro ameprypaoro cunte3y / K.O. JIykin,
I1.JI. Bunmasin, B.B. Kynpsmos, B.II. [Taramapuyk,
Hxonr-Min Jli, JIxour-Cy Xa, Cau-I'y Can, IOu-Cik
Kawnr, K’1o-T'onr Yo, b’1oubr-1a Yo // [puknagHa pamio-
eJIeKTPOHiKa: HayK.-TeXH. xXypHai. — 2013. — Tom 12. —
Ne 1. — C. 152—156.

Peanizaliis 1BOBUMIpHOTO aniepTypHOTO CUHTE3Y JI0-
3BOJISIE OTPUMATHU IBOBUMIPHY KYTOBY PO3IUIbHY 31IaT-
HICTb, sIKa B KOMOiHalIil 3 pO3IiIbHOIO 30AaTHICTIO 3a 1allb-
HiCTIO ga€ 3mory ¢opmyBaTu ToMorpadiuyHi TpUBUMIipHI
300paxeHHs1. TomorpadiuHi TpUBHMIpHI 300paxkKeHHS
MOXYTb AaTU OeTajJbHYy Ta TOYHY iH(OpMAaIlil0 PO IPo-
CTOPOBUI PO3MOII HAIMMBIPO30pUX 00’E€KTIB a00 iHIIMX
obnacTeii, 10 30HAYIOThCA. PamapHa ToMorpadis moxe
OyTH peajti3oBaHa 3a IOIOMOI0I0 OyIb-sSIKOT0 TUILYy pagapa
3 BUCOKOIO PO3IiIbHOIO 3IaTHICTIO; IIPOTE 151 CTATTS cho-
KycOBaHa Ha IIIyMOBIi pagapHiit Tomorpadii. Mu onucye-
MO pe3yJIbTaTh MOJEIIOBAHHS POOOTH LIMPOKOCMYTOBOTO
IIIyMOBOTO pazapa B KOMOiHallii 3 TBOBUMipHUM aIlepTyp-
HUM CHUHTE30M i IpeACcTaBIsIEMO ACSIKi pe3yJbTaTh eKCIIe-
PUMEHTY 3 OTPUMaHHS TOMOTpagivHIX 300paxkeHb, BUKO-
pUCTOBYIOUHM Oe3IepepBHi IIIyMOBi CUTHAIIM S-[iana30Hy i
JIBOBUMIpHUI aliepTypHUM CUHTE3.

Karouoei croea: IiyMOBMIA CUTHAJ, pagapHa TOMOTpa-
¢is, popmyBanHs TpuMipHUX PCA 300paXkeHb, IITyMOBUIA
PCA.

Tab6m. 1. In. 8. bibmiorp. 4 HaiiM.
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DESCRIPTIVE EXPERIMENT DESIGN FRAMEWORK FOR HIGH RESOLUTION
IMAGING WITH MULTIMODE ARRAY RADAR SYSTEMS

V. ESPADAS AND Yu. SHKVARKO

We address a descriptive experiment design (DED) regularization approach for enhanced resolution imaging
of multiple targets via space-time processing of multimode array radar (MAR) data. The multiple frequency-
polarization signal processing (SP) mode is employed to provide necessary DED redundancy that is next ex-
ploited to enhance the MAR imaging resolution performances in different operational environments includ-
ing harsh scenarios with imperfect array calibration, partial sensor failure and/or uncertain noise statistics.
The proposed DED framework provides robust extension of the Van-Zittert — Zernike approach based on
the matched spatial filter bank SP for such realistic operational scenarios. The DED-based MAR employs
the robust regularized matched spatial filter bank SP for image formation, in which the shape of the MAR
resulting point spread function is optimized applying the new proposed DED-inspired quality metrics con-
structed to optimally balance the resolution-over-noise-suppression performances adapted to harsh multiple
target sensing scenarios. Numerical simulations verify the effectiveness of the proposed DED-SP method for

MAR imaging in harsh sensing environments.

Keywords: antenna ray, descriptive experiment design, multimode imaging radar, regularization.

INTRODUCTION

Sensor array signal processing (SP) for imaging
radars has been the focus of tremendous theoretical
advances and application developments in the last
decades and many sophisticated techniques are now
available (see, for example [1]—[6] and the references
therein). In the imaging radar science, new trends re-
late to employment of multiple processing modes that
provide the necessary data redundancy that can be
next exploited to enhance the overall multimode ar-
ray radar (MAR) imaging resolution performances.
Crucial still unresolved MAR-SP issues relate to ro-
bust enhanced imaging in harsh operational scenarios
characterized by possible imperfect array calibration,
partial sensor failure and/or uncertain noise statistics.

In this study, we address a new descriptive exper-
iment design regularization approach for enhanced
resolution imaging of multiple targets via space-time
processing of MAR system data. The multiple fre-
quency-polarization SP mode is employed to provide
necessary DED redundancy in the considered harsh
operational scenarios. At the hardware (HW) design
level, the crucial problem relates to optimization of
the sensor array configuration aimed at approaching
the desired resulting point spread function (PSF) per-
formances, e.g., the lowest possible side-lobes level
balanced over the minimum effective width of the
main PSFbeam. At the software (SW) design level, the
further problem is to develop the robustified matched
spatial filter (MSF) bank image formation techniques
aimed at approaching the overall high-resolution
MAR imaging performances. To approach these
HW-SW co-design goals, we propose the descriptive
experiment design (DED) framework constructed via
robust extension of the Van-Zittert-Zernike approach
based on the MSF bank SP. The shape of the MAR
system PSF is optimized applying the new proposed
DED-inspired quality metrics constructed to satisfy
the balanced resolution-over-noise suppression re-
quirements adapted to high resolution multiple target
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sensing scenarios. We analyze the achievable PSFs for
a variety of admissible MAR-SP mode specifications
[4], [5], that is, different inter-sensor distance and
various carrier frequencies and polarization modes.
This study establishes a DED framework for MAR
imaging HW system design in terms of new resolution
metric that controls the minimization of the resolu-
tion cells balanced over the suppression of the PSF
grating sidelobes. Next, the DED-based SW level
SP performs the robust regularized image formation
with the optimized PSF shape. Last, the numerical
simulations verify the effectiveness of the proposed
DED-SP method for MAR imaging in harsh sensing
environments.

I. GEOSTAR-CONFIGURED MAR SYSTEM
SPECIFICATIONS

The so-called GeoSTAR (Geo synthesized
thinned array radiometer) imaging sensor system has
been originally addressed in [1] as a concept to pro-
vide high resolution imaging of distributed RS scenes
with passive microwave and mm waveband radiom-
eters. Nevertheless, the celebrated GeoSTAR array
configuration is also well adapted for active MAR
systems as it was demonstrated in [6], [11].The par-
ticular imaging MAR system under consideration in
this study is a multimode array sensor system of [6],
[11]. Such MAR operates at two separate yet concur-
rent frequencies of 24.5 GHz and 35 GHz with dual
polarization (V — vertical and H — horizontal). At one
instant, radio frequency (RF) pulses of a specified
pulse width (PW) are transmitted concurrently at 24.5
and 35 GHzin either V polarization or H polarization.
These pulses are “calibrated” to maintain coherency
so that their amplitudes and phases are constant for
different pulses. The transmitting antenna is switched
between vertical (V) and horizontal (H) polariza-
tions, i.e., V and H transmitted pulses are delayed by
a certain time. For each frequency (24.5 GHz or 35
GHz), transmitted V polarized and H polarized RF
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pulses are separated by a half of the fixed pulse repeti-
tion time (PRT/2) as illustrated in Fig.1.

The antenna array is composed of 24 elements
as in [1], [6]; each sensor element receives signals
at V and H polarizations. The received signals are
spread over time duration of N PWs, where N is the
number of range resolution cells used to process the
received signals for each transmitted pulse. In every
PRT corresponding to one frequency band (24 GHz
or 36 GHz), one time delay vector Tq and 4 measure-
ment data vectors, Uyy, Uyn, Uny, Unn, are provided
for further processing. That is, for each polarization
modes (VV, VH, HV or HH) there is no time delay
between receiving antenna elements since they are
spaced close to each other, so Ty has only one value
for all 24 elements for each received signal. Each data
vector Uvy ... Unn contains the relevant in phase (/)
and quadrature (Q) components that compose 24
rows data (i = 1—24) collected for 2 N measurement
time instants (# = 1—N). The transmit-receive for-
mat is explained in Fig. 2. The operation range of the
MAR system is in the interval from 1m to 50m, with
a range resolution cell of 0.3m, so at the SP level the
observer controls 165 overall range processing gates.

.

PRT

Amplitude

|
:HI
|

| ! .
PRT/2 | |

»
1 I

Fig. 1. Transmit RF pulse format

The crucial SP issue relates to the formation of
the empirical estimate Y, = aver{U,(i)U; (i)} of the
sensor data true correlation matrix R, = <U,U; >
for each range gate r=1, ..., R.=165. The independ-
ent realizations {U,(j); j=1,...,J}in the averag-
ing procedure for formation of Y, are to be recorded
over J transmitted pulses for each range gate r=1, ...,
R.= 165. To guarantee the full-rank sensor data cov-
ariance matrices {Y,, ¥=1,..., R} the minimal number
of independent recordings J should be not less than
the number of sensors (M= 24), thus /> 24 independ-
ent realizations are to be recorded for each range gate
r=1,..., R=165. Inthe opposite case, J< 24, the data
covariance matrices are rank-deficient. This means
that for J < 24 the robust MSF-based beamform-
ing for sensor focusing inevitably faces the problem
of huge artifacts (so called ghosts on the speckle cor-
rupted scene images [5], [8]). At the target detection
SP stage, such artifacts inevitably increase the false
alarm rate [8]. That is why, in all SP developments in
this study, the redundancy guaranteed SP mode J >
24 is considered.

To compare different HW designs, in this study
we analyze three feasible sensor array configurations.
Fig. 3(a) shows the conventional X-shaped equally-
spaced antenna array layout for the inter-element
spacing da() = 0.5 A, where A, specifies the employed
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wavelength, in this case f, = 24 GHz. The corre-
sponding so-called uv spatial samples in the visibility
domain are presented in Fig. 3(b). In Fig. 4(a), a cir-
cular-shaped (O-shaped) antenna array layout with
the same parameters is depicted. The related uv spa-
tial visibility samples are shown in Fig. 4(b). The Ge-
0oSTAR Y-shaped antenna array is presented in Fig.
5(a) with the corresponding uv samples in Fig 5(b),
respectively. In all cases, u and v samples specify the
normalized (so-called visibility domain) coordinate
representation format, i.e., u = x/Ao, and v=y/A,.
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Fig. 2. Transmit-receive signal format

I1. MSF IMAGE FORMATION TECHNIQUE

The proposed MSF-based image formation al-
gorithm comes directly from the celebrated Van-
Zittert-Zernike theorem from radio astronomy [6],
[8] according to which, the noise-free data visibility
function R(u,v) (constructed directly from the noise
free data true covariance function R(x,y) at each range
gate via its scaling to the visibility domain [6]) and
the related spatial spectrum pattern (SSP) or angular
brightness distribution 5(0,,0,) over the 2-D angular
observation space (0,,0,) € ® are related through the
2-D spatial inverse Fourier transform:

R(u,v)= chl {b(ex,ey )} =

¢ j b(0,.,0,)exp| +2m(ub, +10,)|d0,do , (1)
[C]

where c is the normalizing constant [6] (not critical
for image formation and analysis) and the visibility
function arguments (u, v) represent the x—y projec-
tions of the normalized sensor baseline vectors (nor-
malized to the wavelength A,) in the visibility domain
(u, v) € P/)o [6], [8].

The robust MSF-based method [4], [5] for RS
image formation implies, first, formation of the
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observed noised visibility function R(u,v) via scal-
ing the estimated correlation matrix Y, to the visibility
domain (over a range of normalized visibility spac-
ings (u,v)e P/A,) followed, second, by the 2-D Fou-
rier transform that yields the MSF image of the
scene

1;(9x,9y) =3, {HA(”) Ié(u,v | r)} =

, . (2)
IHA(”) R(u,v|r) exp[—z2n(u9x +v0, )]a’ex de,

at éz particular rth range gate from the range observa-
tion domain R>r[2]. Here, the projector Iy, Speci-
fies the particular employed sensor array configura-
tion resulting in different resolution performances
attainable with the MSF-based imaging technique (2).
In the pursued here nonparametric problem treat-
ment, such resolution quality is assessed by the shape
of the resulting system PSF associated with the im-
age (2) of a single point-type target located at the
scene origin at the corresponding range gate re R. In
particular, the desired system PSF is associated with
the shape that provides the lowest possible side lobes
(and grating lobes) level balanced over the minimum
achievable effective width of the PSF main beam [7],
[91, [10].

Based on (2), let us next analyze the PSFs of the
MAR imaging systems attainable with the employ-
ment of the conventional X-shaped, O-shaped array
and the celebrated GeoSTAR-configured Y-shaped
array. In Figures 6 thru 8, we present the PSFs related
to the MSF-based single target (TAG) imaging proce-
dure (2) employing the cross-shaped (X-shaped) [6],
circular-shaped (O-shaped) [10] and the GeoSTAR-
configured Y-shaped sensor array [1], [11] geometries
in the terms of the attainable angular PSF of the cor-
responding MAR imaging systems. The PSF cross-
sections in the x-y imaging scene provide explicit
information on the spatial resolution cells achievable
with such differently configured imaging sensor ar-
rays that employ the conventional 2-D MSF method
(2) for RS image formation. In Fig. 6, we present the
PSF for the conventional X-configured imaging ar-
ray with the inter-element spacing dae) = 2o, i.€.,
equal to the double of the carrier wavelength (for the
carrier frequency fy = 24 GHz), while in Fig. 7 the
PSF for the O-configured array with the same param-
eters is depicted. Next, in Fig. 8, the PSF for the Y-
shaped (GeoSTAR-configured) imaging array with
the same parameters as the previous two PSFs is pre-
sented. Note that the most important characteristics
of these PSFs are the width of the main beam and the
maximum level of the secondary lobes (including the
suppressed grating lobes). The simulations were next
performed using the elaborated virtual remote sensing
laboratory (VRSL) software [6], which are indicative
of the usefulness of the HW-level DED-optimization
of the multi-target scene imaging tasks via configuring
the multi-mode sensor arrays employed in the partic-
ular RS array radar imaging systems. Fig. 9 shows the
results of simulations of the DED-optimized multiple
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target scene imaging performed applying the 2-D
MSF technique (2). The multiple target scene is com-
posed of 5 targets (5 TAGs) in the particular simulated
range gate (»= 30m) and the corresponding scene im-
ages are depicted in the x-y plane for the employed X,
O and the Y (GeoSTAR) imaging sensor array con-
figurations. The particular MAR operational sensing
parameters employed in the reported simulations are
specified in the figure captions.

II1. OPERATIONAL UNCERTAINTIES

In this section, we treat two types of operational
scenario uncertainties, in particular, possible sensor
displacements and data failure due to some disabled
sensors. We present a brief description of these opera-
tional uncertainties as well as an analysis of the image
degradations that may suffer the MSF-based MAR-
SP procedure (2) assuming such harsh scenarios.

A. Displaced Sensors

In Fig. 5(a) the MAR antenna layout was depict-
ed; at this point it is important to fix the locations and
the spacing between the elements of the antenna ar-
ray. These positional characteristics are vital to com-
pose the visibility function as shown in Fig. 5(b).

The sensor displacements (shifts) may occur due
to damage or manufacturing errors. A sensor shift im-
plies that the sensor’s centroid is not in the correct co-
ordinate position specified by the HW design. Assum-
ing that a sensor is displaced at a quantity between
the interval [—A\o/4, Ao/4] for both coordinates xand
¥, we define now a vector p, wich characterizes the
position of such displaced sensor

P =X V) + Xsm> Vam) 3)

where (x», ym) are the correct (HW calibrated) co-
ordinates of the sensor and (x,,,,y,, ) represents the
coordinate shifts. When adding these new parameters
to the original procedure (2), we obtain the following
MSF imaging result

b(0,.0,1r)= @)

j Ty R,y [ F)exp| =i2n(ub, +0,) [exp{i2a[3,,.0]}dudv
R
which contains the phase shift error term
exp{i2n[p,,,0]} dependent on the inner product
[,,,0] . When a sensor is not shifted, this phase factor
is equal to 1, that results in the original undistorted
imaging procedure (2).
B. Disabled Sensors
Aswe mentioned in the previous section, the cer-
tain operational scenario presumes active function-
ing of all array sensors, i.e., all sensors must provide
the measurement signal data signals needed to form
the sensor data cross-correlation matrices (Y, at all
R range gates) and the related visibility functions. If
one or more sensors in the array are disabled, the loss
of data would cause a malformation of the matrix Y,,
hence, inevitably distorted imaging via the MSF pro-
cedure (2). To relax the influence of such distortions,
we perform the DED-based robustification of the

Applied Radio Electronics, 2013, Vol. 12, No. 1
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y-position (m) o x-position (m)
Fig. 6. Point Spread function (PSF) for 24 element X-
shaped configured imaging array with 2), inter-element

spacing for 30m range gate

y-position (m) x-position (m)
Fig. 7. Point Spread function (PSF) for 24 element O-shaped
configured imaging array with 22, inter-element spacing
for 30m range gate

50 .50

y-position {m) x-position (m)

Fig. 8. Point Spread function (PSF) for 24 element Y-shaped
configured imaging array with 22, inter-element spacing
for 30m range gate
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covariance matrix Y, at all R range gates following the
sparse diagonal structuring regularization [11]. Fig.
10 shows the DED sparsified [11] structure of matrix
Y, for a fixed (» = 30m) range gate.

This sparse signal correlation matrix is composed
of six active data blocks of 8-by-8 matrices and three
zero-structured diagonal blocks 0sxsy composed of
zeros. Three upper data blocks (sector S1, sector S2
and sector S3) relate to the sectors that correspond
to the GeoSTAR unique baselines. The three lower
data blocks (sector S4, sector S5 and sector S6) cor-
respond to the symmetrical (virtual) GeoSTAR base-
lines composed by correlations between sensors of
different arms of the antenna array. Last, three zero
blocks 0sxs) located along the principal diagonal of
the DED-sparse matrix Y, correspond to the baselines
between arms Al1-Al, A2-A2 and A3-A3 that are not
incorporated in the DED regularized processing al-
gorithm (2) [11]. The complete set of measurements
that compose matrix Y, are applied in (2), but when
one sensor or more are disabled, the DED-sparse ma-
trix Y, with the structure of Fig. 10 cannot be com-
posed yielding possible undesirable processing results.
In an illustrative interpretation, if sensor 1 of arm 1 is
disabled, the first row of the sub matrices S1 and S2
(see Fig. 10) will be completely lost, along with their
corresponding symmetric virtual elements in sub ma-
trices S5 and S5.

To tackle with such harsh operational scenario
uncertainties we address two DED inspired propos-
als. The first one is to perform an interpolation be-
tween the rows and the columns next to the missing
elements in the matrix Y, in a sparse form as shown in
Fig. 10. When the sensor m' = k presents a signal fail-
ure, the following interpolation is to be performed

Yr(k,m,):Yr(k+1,m)42rYr(k—1,m) 5)
form’=1, ... M; M=24.

This new interpolated matrix Y,(k,m’) is con-
structed for replacing the distorted matrix Y,, and
next, the DED-MSF image formation procedure (2)
is performed.

The second DED inspired approach is based on
the 4-nearest neighbor interpolation (4-NNI) tech-
nique [11]. This technique is applied to fill in the lost
data directly in the visibility function domain related
to the distorted matrix Y, (see Fig. 5(b)). In Fig. 11,
we explain the 4-NNI procedure in a graphical form
in the visibility domain. The lost data row is displayed
as empty dots in the visibility function, and the ap-
plied 4-NNI technique consists in averaging four
nearest sensors data measurements to interpolate the
concerned empty data slot (u-v sample). This is done
performing the following

Y (k,m’):l Y. (k-1m'+1)+Y,(k-1,m')+
r 4 r r

(6)
+Y, (k+1,m")+Y,(k+1,m' -1))
form'=1, ..., M; M=24.
Our next objective is to determine the maximal
number of disabled sensors with which the DED
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Fig. 9. Multiple target scene imaging protocols: (a) multiple target scene specification; (b) scene image in the x-y plane
formed with the X-configured imaging array via implementing the technique (2); (¢) the same scene image formed
with the O-configured imaging array system; (d) the same scene image formed with the Y-configured (GeoSTAR)
imaging array system. In all reported simulations, the images have been reconstructed from the data contaminated

with additive zero-mean Gaussian noise with the same signal-to-noise ratio, SNR = 20 dB

regularized MSF procedure (2) (DED-MSF) can still
operate within some admissible performance degra-
dation level. In Fig. 12, the related simulation results
are shown for the 4-NNI method (6).

IV. OPTIMIZATION OF GEOSTAR ARRAY
CONFIGURATION

At the HW design level, three configuration “de-
grees of freedom” that we denote as {y, da, D} influ-
ence the overall PSF performances. In particular,
parameter y specifies the adopted array geometry (X,
O or Y); da is the inter-element spacing, and D; rep-
resents the effective aperture width of a single sensor.
Unfortunately, no unique criterion exists for balanced
optimization of {y, da, D} aimed at minimization of
the resolution cell width over the balanced suppres-
sion of the PSF side lobes [6], [11].

That iswhy, in this study, we perform the solution
to the HW-level optimization problem employing a
new quality metric that we construct following the
general DED framework [4], [5] for minimization of
the energy of the main beam (£y) of the PSF balanced
over the normalized energy of the PSF side lobes ( Eys).
That is, we construct the PSF shape metrics p; (that
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characterizes the quality of spatial resolution) to be
proportional to the energy of the main beam Ej and

g'.
e o0
goo
o ee

..0000000
i3
' B
¥
[

17

24

Fig. 10. Illustrating the structure of the DED-sparse
GeoSTAR-configured MAR system data correlation
matrix Y, (collected data signal visibilities)
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inversely proportional to the energy of the PSF side
lobes energy norm Esscaled by the factor Cy, i.e.,

GeoSTAR Array UV Spacings
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Fig. 11. Graphical description of the 4-NNI algorithm
for reconstruction of matrix Y, (in the visibility function

domain)
E (YadAaD)
w(v,dy, Dy) = = : (7)
ne Eg(v,dy,Dy)Cy (v,d 4, Dy)
where the scaling factor
mes, s\ MB(y,d ;,D,)
Cy(1,dy, D) =—2 - (®)

mes.q 1, SL(y,d,, Dy)

is calculated by measuring the main beam area mes(o.s)
(MB) at 0.5 threshold from its maximum level nor-
malized by the corresponding side lobes area meso.1)
(SL) measured at 0.1 threshold from the PSF maxi-
mum level. We address this metric (7) as an indicator
of the efficiency of the employed array configuration
subject to three controllable geometrical degrees of
freedom (interelement spacing, antenna array geom-
etry and the effective aperture width of a single sen-
sor). In Fig. 13, the performance metric (7) is pre-
sented for 10 possible tested inter-element spacings,
in particular, daq) = 0.5ho, da@) = 0.8k, da3) = Ao, daw
= 1.57»0, dA(s) = 1.87»0, dA((,) = 27\,0, dA(7) = 2.57\0, dA(s) = 37»0,
dn©) = 3.5, and daqo) = 4)., with a field of view of 60°.
This metric can be also referred to as a normalized
probability of target detection [11]. From the analysis
of these data of Fig. 13, it follows that the best imaging
and detection performances evaluated via metric (7)
is achieved with dae) = 22, as it was previously previ-
sioned in [11].

To quantify the imaging performance in the harsh
operational scenarios, we also employed the conven-
tional signal-to-noise improvement (SNI) metric

> |picld - picN |2
_ (x,'ayj) ’ ':1 .

> |picld - picOb|2

(x,‘,.Vj)

N )

12%)

where N represents the number of pixels in the image
scene (at a particular range gate), picld is the hypo-
thetical ideal image, picN is the MSF image formed
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Fig. 12. Multiple target scene imaging protocols for 24 inter-
element spacing: (a) TAGs scene image in the x-y plane formed
with the Y-configured imaging array via implementing the MSF

technique (2) for 30m range gate (scenario without operational un-
certainties); (b) scene image formed for the same range gate with 5
disabled sensors (without employing any correcting algorithm); (c)
the same scene image with the same 5 disabled sensors formed via
aggregating the MSF technique (2) with the 4-NNI method (6). All
scene images have been reconstructed from the data contaminated
with additive zero-mean Gaussian noise with the same signal-to-
noise ratio, SNR =20 dB
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in a scenario without operational uncertainties and
picObis the corresponding DED-MSF image formed
in a harsh (uncertain) scenario. The difference be-
tween the desired image and the actually formed dis-
torted image is calculated via (9). In Fig. 14 the SNI
values (9) are presented in a graphical format.

As it was mentioned before, one of the goals of
the undertaken analysis is to determine the maximal
number of disabled sensors with which the MAR that
employs the DED-MSF method (2) can still oper-
ate within some performance degradation tolerance
level. It is reasonably to specify such the level via the
admissible SNI losses, e.g., —3 dB SNI losses.

Based on the analysis of the performances report-
ed in Fig. 14, one may conclude that at the admissible
—3 dB SNI loss threshold level, the DED-MSF (2)
can still operate with up to 7 disabled sensors when
aggregated with the DED regularized 4-NNI tech-
nique (6).

MIR-Y PSF Performance
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Fig 13. w; metric for the MAR-MSF technique (2)
for Y-configured MAR
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Fig 14. puy metric for the MAR-MSF technique (2)
for Y-configured MAR. The p, metric characterizes
the SNI loses dependent of the number of disabled sensors

DISCUSSIONS AND CONCLUDING REMARKS

We have addressed the new robust DED ap-
proach for enhanced imaging of multiple target
scenes in harsh operational environments directly
adapted to MAR imaging systems with different array
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configurations. We have also presented the detailed
analysis of operational performances for uncertain
operational scenarios, in particular, with antenna ar-
ray sensor displacement due to damage or manufac-
turing errors and/or some possibly disabled sensors.
The reported performance analysis establishes the
tolerance to such harsh operational uncertainties ad-
missible with the proposed robust DED-MSF imag-
ing procedure.

The presented high-resolution target localization
protocols are indicative of the superior operational
efficiency of the Y-configured multimode imag-
ing MAR system with the adopted GeoSTAR array
geometry. The reported PSFs provide explicit in-
formation on the spatial resolution achievable with
such MAR system that employs the proposed DED-
robustified MAR-MSF image formation technique.
We demonstrated via the analysis of behavior of
quality metric that the inter-element sensor spacing
dac) = 2o yields the best imaging performances for the
60° adopted field of view; the larger inter element spac-
ings (da > 2 ) result in undesirably high artifacts (in-
admissibly high grating sidelobes level) that is strongly
undesirable for the target localization problems. For
the purpose of precise multiple target localization,
we established an admissible SNI loss threshold of
—3 dB and found that the robustifitd DEDR-MSF
technique admits operating for up to 7 disabled sen-
sors. In future studies, we intend to focus on the HW-
SW co-design aimed at the resolution enhancement of
the DED-MSF imagery and approaching the super-
resolution imaging performances with MAR systems.
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VYIK 621.396

Merton peryaspu3andi Ha OCHOBE [€CKPUNTHUBHOTO
TJIAHUPOBAHHS IKCIEPUMEHTOB ISl (h)OPMHUPOBAHUSA BbHICO-
KOpa3pemanmux paadou30o0pakennii B MyJbTUMOAAb-
HpIxX PJIC ¢ anrennbiMu pemerkamu / B.D. Dcnanac, 10.B.
IlIxBapko // MpuknagHast paguoanekTpoHuka. — 2013.
Tom 12. Ne 1. — C. 157-165.

[MpennoxeH HOBBI METOJ PETyJIsipu3aliuyi 00paTHbIX
3aga4 hopMupoBaHus pagnonokannoHHbIX (PJI) n3obpa-
JKEHUI C YJIYYIIEHHBIM pa3pelieHrueM Ha OCHOBE TEOpUH
JNECKPUNTUBHOTO MJIaHUPOBaHUS dKcriepuMeHToB (JIT19D)
IUCTAaHIIMOHHOIO 30HAMpOBaHM. J1IsT He0OXOOUMOI 13-
obiTouHocti PJI m3mepeHMil MCMOJb3yeTCsI MHOTOMO-
JIoBasl TOJISIpU3alvsi, MO3BOJISIONIAsT KOMIUIEKCUPOBATh
PJI n3o6paxkeHust OTAEIbHBIX MO U 00ECIIeUnTh pobacT-
HOCTh 00pa0OTKM CUTHAJIOB B pa3JIMYHBIX OMePallMOHHbIX
cueHapusx. [Ipemtoxennbiii JIITD-1moaxon ocyecTBisi-
eT pobacTHylo Mommdukamuio Mmeroma Ban-Llutrepra
— llepnuxe mnsa PJIC ¢ aHTeHHBbIMU peleTkaMu. Meton
peanusyetcst B popMe OaHKa COIIAaCOBAaHHBIX (DUIBTPOB
dopmupoBanus PJI nzo0paxeHWit Ha pa3aUYHBIX MO-
nax. dopma pesyabTUpyIOllei BelleCTBEHHON (PYHKIUKU
HEOIpeNeIeHHOCTH ONTUMU3UPYETCs Ha OCHOBE MeToJa
JTTD-perynsapusalnu, KOTOPBINA peaan3yeT ONTUMAIbHBI
OaslaHC MeXy MOBBILIEHUEM pa3pellieHus: U GUIbTpaluu
roMeX, aganTUPOBAHHBIN K CIIEHApUSIM BU3yaTu3alvuu
MHOXECTBEHHBIX 1IeJieli B YCIOBMSIX CTaTUCTUYECKOM
arpyuopHOil HeompeaeJeHHOCTU. YHUCAeHHOe MOAEIUpPO-
BaHME IIOATBepxKAaeT 3(PPEKTUBHOCTb MPEMIOKEHHOTO
Merona (opMupoBaHuUs Bbicokopaspemawiux PJI uzo-
OpakeHUIT MHOXECTBEHHBIX 1IeJIell B CTaTUCTUYECKU He-
onpeeIeHHBIX OTIepallMOHHBIX CLIEHAPHSIX.

Karouesvle crosa: aHTeHHas1 pelieTka, IeCKPUITTUB-
HOE TUIAHUPOBAaHUE IKCIIEPUMEHTOB, MHOroMmoaoBas PJIC
(bopMupoBaHMs N300paXKEHUH, perysapu3aiiys.

Wn. 14. bubmmorp.: 11 Ha3B.

VYIK 621.396

MeTton peryasipizaiii Ha OCHOBi JIeCKPUINITHBHOIO MJia-
HYBAHHS1 eKCIlePMMEHTIB AJ151 Y OPMYBAHHS BUCOKOPO3Pi3HsI0-
4yux pario3o0paxens B MyabTuMoaabHuX PJIC 3 anTeHHUME
pewitkamu / B.E. Ecnianac, FO.B. IlIkBapko // [pukiagHa
pamioenektpoHika. — 2013. Tom 12. Ne 1. — C. 157-165.

3anpornoHoBaHO HOBUII METOJ peryisipu3aliii ooep-
HeHux 3amad ¢dopmyBaHHs pamionokauiitnux (PJI) 3o-
OpakeHb 3 MOKpaIlleHUM pO3pi3HEHHSIM Ha OCHOBIi Teopil
JNIECKPUNTUBHOTO T[UlaHyBaHHs ekcriepumeHTiB (ITE)
JNMCTaHLiHOTO 30HaAyBaHHs. [IJ15 3a0e3meueHHs HeOOXi-
Hoi HagMipHocTi PJI BUMiptoBaHb BUKOPUCTOBYEThCS Oa-
raTOMOJ0Ba NOJISIpU3allis, 1110 A03BOJISIE CKOMILIEKCYBaTH
PJI 300paxkeHHsT oKpeMuX MoJ i 3a0e31eunuTy poOacHiCTh
00pOOKM CUTHAJTIB Y Pi3HUX OTepaliiiHUX ClieHapisX. 3a-
nponoHoBanuit JAITE-minxin 3ailicHIoe poGacTHY MOIU-
¢ikanito merony Ban-Llitrepra — Lepnike mia PJIC 3
aHTEHHUMHM pelriTkaMu. MeTton peanizyerbest y opmi
0aHKYy y3romkeHux GibTpiB popmyBaHHs PJI 300pakeHb
Ha pi3Hux Momax. Mopma pe3yabTyIouoi AiicHOT QYHKIIT
HEBM3HAYEHOCTI ONTUMI3yeThbcsl Ha ocHOBI MeTony ATTE-
peryJsipusallii, IKMi peaizye oNTUMaJIbHUIA OalaHC MixX
MMIBUIIEHHSIM PO3Pi3HEHHST Ta (UIbTpalili MHepeIIKo,
azanToOBaHUI MO CLIEHApiiB Bi3yasizailii MHOXWHHU 11ijieit
B YMOBax CTaTUCTUYHOI aipiopHOi HeBU3HAYeHOCTi. Kijb-
KiCHE MOJEJIIOBAaHHS MiATBEPIKYE e(DEeKTUBHICTh 3apo-
IMOHOBAHOTO MeTony (hOPMYBaHHSI BUCOKOPO3PIi3HSIOUMX
PJI 300paxkeHb MHOXMHM LIiJIe Y CTATUCTUYHO HEBU3HA-
YEeHHUX OIlepalliifHIX CLIeHAPIsSIX.

Knouogi cnoéa: aHTeHHaA PeEILIiTKA, NECKPUMNTUBHE
IUIaHyBaHHS eKCIlepuMeHTiB, 6araromoaoBa PJIC popmy-
BaHHSs1 300paxkeHb, peryJsipusaltisi.

In. 14. Bi6aiorp.: 11 Haiim.
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NANO-DISTANCE MEASUREMENTS USING SPECTRAL INTERFEROMETRY

BASED ON LIGHT-EMITTING DIODES

KA. LUKIN, M.B. DANAILOV, Yu.P. MACHEKHIN, AND D.N. TATYANKO

The paper presents some results of the optical interferometry investigations based on the noise spectral inter-
ferometry method with use of low-coherent optical sources beyond their coherence zone. It is shown that
when the path difference of arms in Michelson interferometer exceeds the coherence length of light-emitting
diode radiation, the interference pattern in spectral domain enables to perform absolute measurements of
micro- and nanodistances due to its dependence on both time delay and relative phase of the signals.

Keywords: spectral interferometry method, optical coherence tomography, Michelson interferometer, light-

emitting diode, optical noise signal.
INTRODUCTION

Interferometry based on application of lasers with
highly stabilized frequency provides precise measure-
ments of linear shifts within the range of few millim-
eters up to tens of meters. Real application of existing
laser interferometers for nano-scale measurements,
i.e. for the scale much smaller of the laser wavelength,
suffers of insufficient short-term stability of the la-
ser frequency. The latter does not allow carrying out
interferometric measurements of micro and nano dis-
tances. Which considerably limits applications of la-
ser interferometers for nano distances measurements.

Therefore the search of alternative methods for
optical interferometry methods has resulted at the end
of the last century in development of optical cohe-
rence tomography (OCT) [1]. OCT performs cross-
sectional imaging by measuring the magnitude and
echo time delay of backscattered light [1]. OCT has
found applications in such areas of medicine as oph-
thalmology, stomatology, dermatology, cardiology,
etc. OCT is used in an industry for studying of materi-
al surface characteristics, surface roughness and other
applications. In particular, in the paper production
industry it is used for paper quality inspection.

The spectral interferometry method are re-
searched and developed in radio-frequency region
at Laboratory for Nonlinear Dynamics of Electronic
Systems (LNDES) of Usikov Institute for Radiophys-
ics & Electronics, NASU (Kharkov, Ukraine) long
time [2-5]. Now, LNDS, Kharkov National Univer-
sity of Radio and Electronics (KHNURE, Kharkov,
Ukraine) and Laser Laboratory of Synchrotron (Tri-
este, Italy) in common begin investigations of the
spectral interferometry in an optical band for a nano-
metrology [6, 7].

In the papers, theoretical and experimental re-
sults on further elaborations of the noise spectral
interferometry method for the micro-distances meas-
urements are presented. In particular it has been
found, which kind of optical sources can be used for
such measurements, and which limit of measurement
accuracy has been achieved.
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1. THEORETICAL BASICS OF SPECTRAL
INTERFEROMETRY METHOD

The method of noise spectral interferometry (or
a method of double spectral processing) is based on
a linear interference of spectral components of the
noise probing and reflected signals [2-7] provided
the distance to probing object exceeds the coherence
length of the radiated signal:

c
=27 ()

where Af is the width of the frequency spectrum of
the noise probing signal, ¢ is the speed of light in
vacuum.

The method can be realized with the help of a
classical Michelson interferometer.

In case of a single reflector, the power spectrum,
F.(f), ofthe signal at the interferometer output (at the
photodetector input) may be represented as follows:

F,(f,7)=2F(f){1+cos(2nft, +0)}, 2)
where 0 is the phase difference between reference
and reflected signals, fis current time, 7, is time of
propagation of the signal up to the reflector and back,
f—the frequency of harmonic spectral components of
the broadband spectrum of optical radiation.

The analysis [3] of the power spectrum, F5(f),
of the total (probing and reflected) signal allows to
obtain the information about the distance to the re-
flector placed at the range L, .

The powerspectrum (2) is valid for infinite number
of averaging, which is not achievable in practice. That
is why we will suppose that in the measurements we
are dealing with ergodic random signals, and averaging
over ensemble of realizations may be substituted with
averaging over time. The average interval is to be long
enough to minimize scattering in the power spectrum
estimation due to random nature of the probing signal.
A large enough time-bandwidth product Af T, >>1
normally be used as criterion for choosing of an ap-
propriate measurement/integration time 7,,,, .

It is seen that power spectrum (2) contains peri-
odic alternations of maxima and minima along the
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frequency (wavelength) axis, which are (as it is shown
in [3]) the results of constructive, distractive and in-
termediate interferences of harmonic spectral com-
ponents of the stationary signals being summed in the
output arm of the interferometer. The period of these
alternationsisinversely proportional to the time-delay
1, of the reflected signal with respect to the reference
one which enables estimating the reflector distance.
For this purpose the difference Af,, of frequencies f,
and f, is to be measured, corresponding to positions
of two neighboring extrema (maximum or minimum)
in the power spectrum (2) and the distance are tied via
the following formula [2-7]:

Cc C

", 2Afi-Ah)

2. EXPERIMENTAL SETUP

For realization of the noise spectral interferomet-
ry method for nanodistance measurement an experi-
mental setup of the optical Michelson interferometer
(hereinafter - the interferometer) was assembled. The
block diagram of the setup is showed in fig. 1.

ZW)!

I (3)

M266

.
o=

%

AR
t N S

Fig. 1. Block diagram of the experimental setup.

The Michelson interferometer. 1 — the source of random
optical radiation (Toshiba TLRH190P LED); 2 — mirror,
4, 7 — Ag mirrors (Metal Mirror Ag: Er2, Newport);

3 — beam-splitting plate 50/50 (10RQO0UB.2, Newport);
5 — translation stage (F1-055/721299 Magini and C firms
with micrometric screw TESA with 2 um grating period);
6 — spectrum analyzer (on the basis of “M266 Solar Laser
Systems” monochromator/spectrograph,
made in Byelorussia)

The period of alternation of the spectrum ex-
trema increases, when reducing the measured dis-
tance, therefore it is required to use not only wideband
sources of radiation, but also wideband optical spec-
trum analyzers. “M266 Solar Laser Systems” mono-
chromator/spectrograph (Byelorussia) has been used
as the spectrum analyzer. It has a diffraction grating
of 1200 lines/mm and a photodiode array with 2048
channels. Average value of a spectrum resolution of
the M266 is less than 0.22 nm.
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Investigation of the spatial interference has been
carried out with the aim of estimation of the cohe-
rence length. Interference fringes in cross-section of
a beam are visible within the limits of the coherence
length of the radiation source. Hence, we can find the
coherence length of the source if we determine visi-
bility of the interference fringes.

3. OPTICAL NOISE SIGNALS SOURCES

Several methods may be applied to obtain band
limited noise optical signals with various size of a spec-
trum width [6, 7]. One of them is noise modulation of
the optical signal generated in a single-frequency and
a single mode He-Ne laser using an acousto-optic
modulator. At all advantages of this method it is very
expensive. Other method is to use a single-mode radi-
ation of semiconductor lasers. Semiconductor lasers
being based on usual technology, work with a Lorentz
radiation line-width up to 200 MHz. This width de-
pends on a working current of the semiconductor la-
ser, therefore it is possible to provide its increase or
small reduction depending on the selected operating
mode of the semiconductor laser.

Another perspective source of random optical
radiation which can be used in optical noise radar or
OCT is a femtosecond laser (PL) which works in a
mode of generation of white light (supercontinuum)
[8, 9]. PL have an extremely wide range of light (hun-
dreds of nanometers) in the infrared region with cen-
tral wavelengths of 800 nm, 1000 nm, 1300 nm. These
wavelengths semiconductor PL emit, for example,
Ti:Al203, Nd:Glass or Yb fiber, and Cr:Forsterite
lasers. Axial image resolution in OCT systems based
on these lasers reaches 4.1 microns. The main disad-
vantage of the PL is their relatively high cost, which
imposes a limit on the scope of their application.

In the literature on measurements of nano-dis-
tances researches in which were used low-coherence
radiation sources with a wide spectrum width were
already described [10, 11]. Due to this feature of
the used optical radiation sources, the given area of
measurements refers to as a low-coherence interfer-
ometry or a white-light spectral interferometry.

In industrially released measuring devices (mic-
roscopes, profilometers, etc.) and in researches de-
scribed in a scientific literature, as the sources of
optical radiation so-called superluminescent diodes,
various kinds of lamps (tungsten- and quartz lamps)
are usually used [12, 13]. But the lamps have low
power spectral density.

The most frequently used radiation sources for
the spectral interferometry, for example, for the OCT,
are superluminescent diodes due to their high spec-
tral power and relatively low cost. Superluminescent
diode (SLD) is a light-emitting diode operating in a
superluminescence mode. The SLD has characteris-
tics which is necessary to implement OCT inherent in
LEDs and lasers. The SLD is similar to semiconduc-
tor lasers which amplifies spontaneous emission pn-
junction. But, unlike a laser, SLD has no reflecting
mirror surfaces, ie, there is no cavity. So, resulting
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radiation output of SLD is not monochromatic like
a laser radiation and contains all wavelengths in the
band of gain. Thus, it has a wide band, like LEDs,
which is necessary for the implementation of OCT.

Positive qualities of the SLD are high power radi-
ation (tens of milliwatts), like lasers and broad spec-
tral band, like LEDs, tens of nanometers. For greater
tissue penetration now SLD with a wavelength of
1300 nm are used, which can reach an axial resolution
of 10 microns. For OCT applications SLD with great-
er spectral width are required. Therefore the rapid
development of technology has led to the emergence
of a composite SLD. Spectral width of the source ex-
ceeds the 150 nm and, therefore, it has a better axial
resolution (5.3 microns).

The most cost-effective source of noise optical ra-
diation, which could provide distances measurements
from one micron and less, is an ordinary light-emitting
diode (LED), the spectrum width of which exceeds
that of a semiconductor laser. It allows expanding the
range of measured distances towards its reduction.

In the present paper we suggest to use the LEDs
which are released serially for indication and illumi-
nation needs, namely Toshiba TLRH190P InGaAIP
LED and OSHR5111P LED from OptoSupply.

The researched Toshiba TLRH190P LED has the
following characteristics: a central wavelength of the
LED radiation is 645 nm with spectrum width at half'is
about 15 nm; Radiation level from the LED output di-
verges within the 40 angle only. Due to these properties,
radiation of the LED has been used in interferometer
without additional collimation and beam focusing.

The manufacturer positions the given type of
LEDs as «LED Lamp» by virtue of high brightness
of radiation which is 19 c¢d. The example of spectral
characteristic of TLRH190P LED radiation is shown
in fig. 2.
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Fig. 2. Radiation Spectrum
of the Toshiba TLRH190P LED

Also second type of LED named OSHR5111P
from OptoSupply Company was investigated. Light
intensity of the OSHRS5111P LED is 50 cd, a radia-
tion wavelength under LED manual is 625 nm (at an
experimental sample it is about 637 nm), a divergence
angle at 3dB level of the maximal radiation intensity is
15 degrees; a width of a spectrum is about 20 nm. The
example of spectral characteristic of the OSHRS5111P
LED radiation is shown in fig. 3.
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Fig. 3. Radiation Spectrum of the OptoSupply
OSHRS5111P LED

4. THE MEASUREMENT METHOD
AND MEASUREMENTS RESULTS

After the interferometer has been checked up in
conditions of the spatial interference in the coherence
zone of radiation, its tuning has been done. Then the
difference of the interferometer arms hasbeen increased
more than the coherence length. After that the spatial
fringes vanished and a periodical structure appeared in
the spectral area, i.e. in the noise radiation spectrum
which has been registered at the interferometer output,
the spectral interference was observed which is well de-
scribed by the equation (2). If the mounted difference
of the interferometer arms is more than the coherence
length of the LED noise radiation the periodic structure
has been observed in the registered radiation spectrum.
The radiation spectrum at the interferometer output for
the case of the arms difference exceeds the LED cohe-
rence length is shown in fig. 4a. Fig. 4b shows result
of Fourier analysis of the Toshiba TLRH190P LED
spectrum that is shown in fig. 4a [7].

Fig. 5 shows the radiation spectrograms and
the result of Fourier analysis of the OptoSupply
OSHRS5111P LED.

Estimated value of a spectral fringes contrast is
0.27 for the Toshiba TLRH190P LED and 0.45 for
the OptoSupply OSHR5111P LED. For example, the
spectral fringes contrast of the superluminescent di-
ode used in the work [11] and shown in Fig. 6 equal
0.6. So it has similar value with the researched LEDs.

The considered spectra have a similar periodic
channels structure with a good contrast of spectral
fringes (lines). Due to this Fourier-processing of the
spectra in these cases enables to determine unequivo-
cally a time delay of signals between interferometer
arms and hence the difference of interferometer arms
lengths, i.e. allows to determine distances.

Fig. 7 shows the dependencies of the time delay
between the signals, which are distributed in the arms
of the interferometer (signals of the interferometer
arms) based Toshiba TLRH190P LED (that is pro-
portional to the measured distance), on the position
of the measure arm mirror of the interferometer near
the coherence zone [7].

Scanning began outside of the coherence zone,
passed through the coherence zone (the interferom-
eter arms are equal), and came to an end behind the
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Fig. 4. a — Power spectrum of noise optical radiation of the Toshiba TLRH190P LED at the output
of the Michelson interferometer: the arms difference exceeds the coherence length of the LED noise radiation;
b — the result of the second Fourier transform being applied to the spectrogram of fig. 4a
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Fig. 5. a — Power spectrum of noise optical radiation of the OptoSupply OSHRS5111P LED at the output
of the Michelson interferometer: the arms difference exceeds the coherence length of the LED noise radiation;
b — the result of the second Fourier transform being applied to the spectrogram of fig.5a.
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Fig. 6. SLD characteristics: @ — the output channelled spectrum from the SLD based optical-fiber Fabry-Perot
interferometer [11]; b — the autocorrelation function of the spectrum in Fig. 6a.
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coherence zone. As a result it is possible to observe
behavior of the radiation spectrum from the output of
the interferometer on borders of the coherence zone.

The interferometer arms difference was changed
with a step 1 um. On the abscissa axis of the diagrams
of fig. 7 and 8, position of the mirror of the measuring
interferometer arms at begin of scanning was accepted
as zero value for simplicity of perception.

2,0+

Time delay between signals
of the interferometer arms, ps
°

0 10 20 30 40 50 60 70 80 90 10

Position of the translation stage, mkm

Fig. 7. The experimental dependencies the time delay
between the signals of the Toshiba TLRH190P LED based
interferometer arms on the position of the measure arm
mirror of the interferometer near the coherence zone.

At position of the measuring interferometer arm
mirror 4 (fig. 2) in a range ~35-69 um (fig. 7) the perio-
dicity ofthe structure of the LED spectrum is practically
not observed, i.e. the spectral interference in the given
area is absent. The given range is ~34 um, i.e. about
*17 um from a point of interferometer arms equality.
Meanwhile, as it has been told earlier, the experimen-
tal researches of the spatial interference have shown
that the radiation coherence length from the output of
the interferometer is ~16-18 um. Thus, it is possible to
draw a conclusion that the spectral interference effect
begins to be shown abroad the coherence zones i.e. on
the distance exceeding the coherence length.

The relative error of the measurement presented
in fig. 7, corresponding to the maximal absolute error
at confidence probability 0.95is 1.5-3 %.

The result of the measurements for the interfe-
rometer arms difference within the range more than 1
mm is shown in fig. 8. The interferometer arms diffe-
rence was changed with step 10 um. The top border of
a distance range was limited to resolution of the mea-
suring equipment, i.e. the Solar M266 monochroma-
tor/spectrograph. Fig. 8 presents the experimental
dependence of inversely of the period of the radiation
spectrum non-uniformity of the Toshiba TLRH190P
LED on the interferometer arms difference in ranges
more than 1 mm [7].

The diagram in fig. 8 shows linear dependence of
the period in the radiation spectrum pattern on the inter-
ferometer arms difference. Thus, knowing the period of
the spectrum pattern of the LED, we can determine the
interferometer arms difference, i.e. in case of use of the
given circuit in a distancemeter, we can determine the
distance up to the object the above accuracy.
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The relative error of the measurement presented
in fig. 8 is about 0.5% for the maximal absolute error
at the 0.95 confidence probability.
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Fig. 8. The experimental dependencies the time delay
between the signals of the Toshiba TLRH190P LED based
interferometer arms on the position of the measure arm
mirror of the interferometer.

Atchange ofthe interferometer armsdifference by
I um (minimally possible step for the used mecha-
nics) the period of the spectrum structure changes on
the average by 2.5 nm. The spectrum analyzer has its
0.22 nm wavelength resolution, which gives a distance
resolution of the measuring setup under consideration
to be not less than 100 nm.

CONCLUSIONS

The paper describes the theoretical model of the
noise spectral interferometry in an optical band. As
the result of experimental test of the method of opti-
cal spectral interferometry the possibility of periodic
modulation of the radiation spectrum of the Toshiba
TLRH190P LED and OptoSupply OSHRS5111P LED
have been shown. This is shown possibility of use of the
low-cost industrial-produced low-coherent optical
radiation sources for measure the micro- and nano-
distances using the method of spectral interferometry.
The authors suggest and see the perspectives of using
such LEDs in OCT devices, as they are much cheaper
superluminescent diodes commonly used in the OCT.
This will reduce the cost of devices based on them.

It was investigated the capability of the applica-
tion of the noise spectral interferometry for the micro-
and nanodistances measurements. Minimum mea-
suring distance is the coherence length of the radia-
tion source. This is due to the fact that the periodic-
ity of structure spectrum is appeared at the distance
exceeding the coherence length [7]. So, the minimum
measured distance can be down to tens of micro-
meters or less. For Toshiba TLRH190P LED mini-
mum measured distance determined by its coherence
length and is equal ~18 um [7]. The value of the maxi-
mal measured distance is mainly determined by the
resolution of measurement equipment.

The work has been carried out within the frame-
works of Sandwich Training Educational Programme
(STEP) of The Abdus Salam International Centre for
Theoretical Physics (ICTP, Trieste, Italy) at Laser
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Laboratory of Nonlinear Dynamics of Electron sys-
tems (LNDES) IPE NASU, Kharkov, Ukraine. It
has been also supported by the STCU Project 3377.
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N3mepeHne HAHO-PACCTOSIHMI C HCIOJIb30BAHHEM
CMEKTPAIbHON WMHTep(dEepOMETPMH HA OCHOBE CBETOIMO-
noB / KA. Jlykun, M.b. lanaunos, FO.I1. MavexuH,
O.H. Tarbsinko // TlpukiaaHasi paavodJeKTPOHUKA. —
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B paGoTte mpencTaBieHBI pe3yabTaThl UCCIIEIOBAHUIA
OINTUYECKOM MHTepdEepOMETPUM Ha OCHOBE HU3KOKOIe-
PEHTHBIX MCTOYHUKOB U3JIYy4eHUS] BHE 30HBI KOI'€PEHT-
Hoctu. [TokazaHo, UTO KOrua pa3HOCTb IJied MHTepdepo-
MeTpa MalikeJbcoOHa TMpeBhIIIaeT JIMHY KOTePEHTHOCTU
MU3JIYYEHUS] CBETOAMOMAA, SIBJICHUE CIIEKTPAIbHONW MHTEp-
depeHLIMA 00ecIieunBaeT aOCOIIOTHBIE M3MEPEHUST MU-
KpPO- M HAHO-PACCTOSIHUI B COOTBETCTBUM CO BPEMEHEM
3aIep>KKNU U OTHOCUTEIbHOM (Pa30oii MeXIY OMOPHBIM U
30HAUPYIOLINM CUTHAJIAMMU.

Kawueswie crosa: MeTol CIIeKTPaJIbHOM MHTEpGhEpPO-
METpUM, TOMOrpadusi ONTUYECKON KOTEPEeHTHOCTU, WH-
TepdepomeTp MaiikeabCcoHa, CBETOAUOI, IIIyMOBOI OITH-
YECKUI CUTHAJI.

Wn. 08. bubmmorp.: 13 HanMmeH.

YIK 681.785.57

BumMmipioBaHHsT HaHO-BicTaHeii 3 BHKOPHCTAHHSAM
cneKTpaibHOi iHTepdepomeTpii Ha OCHOBI cBiTJI0nIOAIB /
K.O. Jlykin, M.b. lanainos, IO0.I1. Mauexin, I.M. Ta-
ThsiHKO // [lpuxknanHa panpioenekTpoHika. — 2013. —
Tom 12. — Ne 1. — C. 166—171.

Y po6oTi HaBeneHO pe3yJbTaTH JOCIIIKEHb OITHY-
HOi iHTepdepoMeTpii Ha OCHOBI HM3bKO-KOT€PEHTHMX
JIKEpeJsT BUIPOMiHIOBAHHSI 11032 MeXaMU 30HU KOTEPEHT-
HocrTi. [TokazaHo, 1110 KOJIU pi3HUILLA ILIiY iHTepdepomeTpa
MaiikenbcoHa TIEPEBUIIYE JOBXUHY KOT€PEHTHOCTI BU-
MIPOMIHIOBaHHS CBIiTJIOAIONA, SIBUILIE CIIEKTPaJbHOI iHTEpP-
depeHlIii 3a0e3reuye aOCOMIOTHI BUMipIOBAaHHS MiKpo- Ta
HaHO-BiICTaHEe! 3rimHO 3 YaCOM 3aTPUMKU Ta BiTHOCHOIO
$a3010 MixKX OITOPHUM Ta 30HAYIOUMM CUTHAJIaMH.

Knrouoei cnoséa: MeTo1 CIEKTPaJIbHOI iHTEpdepoMeTpii,
TomMorpadisi ONTUYHOI KOTEPEeHTHOCTI, iHTepdepoMeTp
MaiikenbcoHa, CBITJI0Ii0A, IIIyMOBUM ONITUYHUIA CUTHAT.
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ON SEISMIC SIDE-LOOKING LOCATION WITH ANTENNA

APERTURE SYNTHESIS

G.Ya. SHAIDUROV, V.V. SUHOTIN, D.S. KUDINOV AND M.A. KOPYLOV

This article has given an assessment of implementation possibilities of the method of seismic location using
pulsed non-explosive sources and receivers that are placed in one transport base during the side looking of the
geological environment and the synthesis of an equivalent aperture of transceiver antennas.

Keywords: seismic, location, aperture, synthesis, interface.

Nowadays radiolocation method of side look-
ing (RMSL) with the synthetic antenna aperture is
the classic way to increase the resolving power of the
mapping systems with the location of transmitter and
receiver on one carrier - airplane or satellite. [1] This
method is also used in the technique of mapping of
the sea floor, but with the usage of acoustic excitation
and reception with the placement of all the complex
on the submarine or surface vessel.

Essence of the method RMSL (Fig. 1) consists
in the probing of the ground surface or sea floor with
the sequence of pulses and receiving of the reflected
signals from the profile plane relative to the transport
base. As the transport base is moving, the received
signals are stored and summarized, so that along the
line of motion there is a synthesis of virtual antenna
with the length equal to the summarized section of the
transport base trajectory.

Since the length of the section of this trajectory is
much higher than the base of transport base, as a re-
sult the equivalent length of the synthesized antenna
determines the high resolving of the method RMSL.

Fig. 1. Scheme of implementation of the method RMSL
on one transport carrier: 1 — the transport base (carrier);
2 — the pulse non-explosive emitter; 3 — the geological
receiver; 4 — the reflective spot; 5 — the surface
of the reflective layer; 6 — the motion line of carrier;

7 — the radius of the first Fresnel zone; h — the depth
of the reflective layer position; d — the system base

It is known that during the synthesis of the an-
tenna aperture with the length L, the resolving power
of the mapping of soil elements increases by (L/A)?
times, where A — the length of the used wave.
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Concerning the exploration seismology, this
method is equivalent to the interference method of
signal processing using groups of emitters (sources)
and seismic receivers, but with the difference that
both of them move together with a fixed distance be-
tween them.

This method is known in seismic exploration [2]
of the high resolution as the term seismic locator of
side looking (SLSL) with the usage of scattered waves.
It’s advantage is in the opportunity to study the fissur-
ing of geological environment.

Implementation of the method RMSL in motion
is possible both on land and water. In the first case,
the aperture synthesis is performed simultaneously
with the ordinary signal-processing technique, with
the difference that geological profile is based on the
indications of the seismic receiver or their “cables”
that are the nearest to the source.

This technology is particularly relevant for ma-
rine exploration seismology with the work of one
ship-carrier without the usage of seismometer cable
assemblies under tow, as well as with the work on the
rivers.

It is known that the work of exploration seismol-
ogy in the mountain and taiga areas like East Siberia,
is very difficult because of the need for heavy equip-
ment, so the implementation of the method RMSL
in the motion would solve many problems of explora-
tion seismology that are not realized by other tech-
nologies.

For the scientific and technical justification of
the method it is necessary to solve the following prob-
lems:

* To evaluate the loss in the ratio signal/inter-
ference by reduction of the frequency of processing;

* To determine the optimal length of the syn-
thetic aperture taking into account the heterogeneity
of the geological environment;

* To solve the technical problem of the simul-
taneous work of the source and seismic receivers on
one transport base;

* To design the project of hardware complex
of seismic locator and create a prototype of the water
version;

* To carry out experimental and methodologi-
cal work in the field conditions on the ground, as well
as by the cameral treatment of prepared records on
well-known deposits.

Applied Radio Electronics, 2013, Vol. 12, No. 1
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We will consider the problem of geological map-
ping in motion by the method RMSL of the two-layer
profile including some heterogeneity in the first layer
(Fig. 2).

VA vy

-

Fig. 2. The problem of geological mapping
of the two-layer profile by the method RMSL: 1 — the
first layer boundary; 2 — the second layer boundary;
3 — geological heterogeneity

Reflected signals along the line of motion can be
written as the following:

u(t)=U, e " sin(of, +¢;) (1)
wherei=1,2,3 ... — the serial numbers of points of re-
flection; U,,;— the initial amplitude; o; — the attenua-
tion factor; w — the operating frequency; 7— the delay
time on the path 2 r;; ¢;,— the initial phase.

Remembering and summation gives the follow-
ing:
n
uz(t) =Y Uye ™" -sin(ot, + ;) ()
i=1
If in the section of the synthetic aperture L there
is m acoustic inhomogeneities with the speed of seis-
mic waves v, while the average speed of homogeneous
sections is v;, then the total signal (2) can be written
as the following:

n-j o
USH(t) =Y Uy_je ™ sin(ot,_; +¢,_ ;) +
g 3)
+ZUoje_“ftf sin(o?; +¢;).
i=l
Assuming that the parameters of the inhomoge-

neities are random, then the sum (3) will have the fol-
lowing limit:

us(t)=(n—)Uy_,e" " sin(ot,_; +¢,_;)+

n (4)
+Zl:\/U§je_2“ftf sin’(of; +¢,),
i=

i.e. the second term (3) is summarized by the law of
random quantities.

In this case, the ratio signal/interference will be
the following:

u (1) (n-mU,,_,e" """ %n'm sin(of,_, +¢;_,)

- 20t (5)
u (1) Jm U3, sin (ot +6,)
The ratio of the initial amplitudes:
Uz n—-m UOi—m
- o (6)
Uy [ Jm j UOj
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If n >> m, then:
U :L' UOi—m
Uy Jm UOj

Noises (microseisms) that are uncorrelated with
the signal will be summarized despite of their inde-
pendence also as the random quantities, i.e. there will
be summarization of their two dispersions:

urN =n-Uy,. (8)
If the total length of the synthetic aperture L will

(7

. L . . .
contain n= i signal reference points, then the multi-

plicity of the method RMSL will match this quantity.

Next, we will give an assessment of the reason-
able length of the synthesized amplitude L, based on
the spherical symmetry of the diagram of the radia-
tion source direction (Fig. 3).

Fig. 3. For the assessment of the reasonable length
of the synthesized aperture

We will assume that the area of the active zone of
the reflective layer is determined by the radius of the
Fresnel zone:

©\h

R= ,
cosa

)

where A — the average length of the radiated seismic
wave.

In this case, the length of the coherent section of
the reflective layer will be the following:

L=2R. (10)
For example, when # =4000 m; A=100 m; cos

o=1:
L=2v4-10° ~1400m

When 4=100 m; A=100 m ; L=200 m.

During the motion of carrier at a speed v and the
count interval between the operating points Az, the
number of summarized signals on the section of aper-
ture L will be the following:

L
h= . 11
v-At (1)

For example, during the motion of the ship at a
speed of v=10 km/ h~3 m/s, the number of counts
for L=1400 m will be the following:
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n:1400 ~ 46
3-10

This quantity will be the summation factor, and
the ratio signal/interference increases in amplitude by
Jh ~7 times.

The given calculations are made for the case of
specular reflection.

With the small transport base, i.e. separation be-
tween emitter and receiver, it is difficult to implement
the alternative of reflection specularity because of the
influence of reverberations. For this reason, it is nec-
essary to use the side looking that naturally reduces
the level of useful signal. The problems of the method
implementation for solving problems of exploration
seismology in the Arctic basin are presented in [3].

It should be noted that with the small separation
between emitter and receivers there is elimination
of the problem of low-speed interference reduction,
because they disappear almost instantly after the gen-
eration of the next pulse of radiation. However, in
this case, at the moment of radiation it is necessary to
damp, i.e. to “brake” the seismic receivers in order to
avoid their damage and the nonlinear saturation.

With a significant linear dimension of the vehi-
cle, in particular ships or submarines, the emitters and
receivers can be placed in various parts of the ship,
i.e. at the stern and the bow. It is equivalent to the re-
alization of the method of scattered waves with side
looking that is used in the practice of land exploration
seismology.

(12)

CONCLUSION

* For the work in the mountain and taiga area
of East Siberia one of the options of exploration seis-
mology is the usage of rivers and other water basins
as the exploration profiles using water options of the
pulsed non-explosive sources “Yenisei”.

» The estimations given in the article substanti-
ate the reasonability of the technology development
of side looking with the synthesized aperture and de-
ployment of all the seismic complex, including the
source and receiver based on one transport base with-
out the usage of seismographs.
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PHASE SHIFT MEASUREMENT OF OPTICAL NOISE WAVEFORM

MODULATION ENVELOPE

J.P. KIM, O.V. ZEMLYANIY, D.N. TATYANKO, K.A. LUKIN

The paper presents investigation results of a single-beam anemometer, in which the only one optical beam
is used. The principle of operation of single-beam anemometer is based on the fact that the frequency shift
due to Doppler effect appears both on a carrier frequency (optical band) and on the frequency of any oscil-
lation, which can be distinguished from the signal by means of linear or nonlinear transformations. Such
system is less dependent on destabilizing factors such as temperature fluctuations, mechanical impact of
system components, vibration, etc. The extraction of information from the modulating signal, but not di-
rectly from the signal of the optical range allows using slow-speed and therefore less expensive components
(photodetectors, ADC’s). The approach used in the work ultimately simplifies the measuring device and

makes it more reliable.

Keywords: Doppler effect, anemometer, single-beam optical speed meter, modulator, photodetector.

1. INTRODUCTION

At the present time, measurement of a speed of
objects by metrological instrumentation is the actual
task. Laser anemometers based on an effect of Dop-
pler frequency shift are used as the optical speed me-
ters for measuring the velocity of both solid objects and
flows of gases and liquids [1]. The range of measured
velocities is quite broad: from 1 mm/s for the study of
near-wall flows with low velocities up to 1000 m/s for
a hypersonic gas flows in large wind tunnels.

The operation of the laser Doppler anemometer
(LDA) is based on the following. The moving object is
irradiated by laser beam illuminated from a stationary
source. This radiation is detected by a stationary re-
ceiver after reflection from the object. The frequency
of the waveform at the receiver input due to the Dop-
pler effect is shifted with respect to the radiated wave-
form frequency. This frequency shift is proportional
to the radial velocity of the object having motion with
respect to the source and receiver.

The oscillation frequency of the light wave is very
large; for visible light it is of the order of 460 THz. At
present time, direct measuring of such a high frequen-
cy with sufficient accuracy for detecting the Doppler
frequency shift (DFS) is practically almost impossible.
Therefore, to determine the Doppler shift the method
of optical mixing is used. Two light waves with dif-
ferent frequencies are simultaneously sent to the pho-
todetector input pad. As a result of the interference
of these waves, the light intensity on the surface of a
sensor varies with frequency which is equal to the dif-
ference between the frequencies of these waves.

The photodetector converts the light beam into
an alternating electrical signal, the magnitude of
which is directly proportional to the intensity of light
on the photodetector surface. Thus, the frequency
of the electrical signal at the photodetector output
is equal to the DFS and directly proportional to the
radial velocity of the object. For measuring the fre-
quency of the photodetector output in laser Doppler
anemometer modern digital techniques are used.

Applied Radio Electronics, 2013, Vol. 12, No. 1

Measuring the speed of moving objects with la-
ser anemometers requires very precise alignment of
the measuring apparatus. This is due to the fact that
two beams are used, which are intersect at one point,
through which an object or a stream of gas or liquid
moves. The change of interference pattern of two
interfering beams at the point of intersection deter-
mines the frequency shift caused by object movement
due to the Doppler effect. The interference occurs in
the optical band, and then the resultant optical signal
is received by a photodetector and then processed.

2. DETECTION OF DOPPLER SHIFT VIA
MODULATION WAVEFORM
MEASUREMENT

In general case, an amplitude-modulated wave-
form is given by

ugy =U(t)cos(wgt+9p), (1)

where U(t)=U, 1+Ms(t)1 is the envelope, U,, is
the amplitude of un-modulated waveform, M re-
presents the modulation constant, s(#)is the modulat-
ing signal. For simplicity, in future consideration the
respective values of U,, and ¢, can be set to 1 and 0.
For the case, when the amplitude of the optical ra-
diation of wavelength A, =2nc/w®, is modulated by
sine waveform the expression (1) takes the following
form:

gy (1)=[1+ M cos(Qr + D) [cos(wyt ) =

—u, (t)+%ul (t)+%u2 (1), ?)

where Q is the frequency of sine waveform, @,
is the initial phase of modulating waveform, u,(7),
u (1) and u,(t) are the carrier wave, lower and up-
per sideband components, respectively. After reflec-
tion from the moving object, each of three spectral
components of the sum (2) due to the Doppler ef-
fect takes the frequency shift, which is proportional
to K =2V, /c,where V, is the object radial velocity,
¢ is the speed of light. Therefore, the reflected AM
waveform is expressed as
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gy (1)=[1+ M cos(Qt +d, ) |cos eyt =

= COSOJOZ‘-‘:-%COS(QPI—(DO)+%COS(Q2DZ‘+ (I)O), (3)

where  of =oy(K+1),  QF =(0,-Q)(K +1),
QF =(w, +Q)(K +1) are the shifted frequencies of
carrier, lower and upper sideband components of re-
flected AM waveform, respectively. After algebraic
transformations, we have

upy (1)= {1 + Mcos{(l +%jm +(DOH><

c

xcos[(l + %jmot].
c

It is obvious from this, that envelope of ampli-
tude-modulated waveform, reflected from the mov-
ing object, takes frequency shift, proportional to the
object radial velocity V.

3. SINGLE-BEAM OPTICAL ANEMOMETER.
SETUP AND EXPERIMENT

The authors propose a single-beam anemometer,
in which the only one optical beam is used and a result
of the Doppler shift frequency caused by the moving
object is processed in digital form. Experimental set-
up which simulates Doppler frequency shift is shown
in Fig. 1.

To simplify the experiment the model that emu-
lates the object movement at different speeds was cre-
ated.

It is difficult to implement experimentally the
high speed motion of the object during the time re-
quired for recording the results of measurements. As
the Doppler frequency is characterized by the phase
changing velocity of the modulated signal reflected
from the object, the motion of an object was emu-
lated by recording signals reflected from the object

4)

\

(mirror), placed in three different fixed positions with
following estimation of the phase shift of the modu-
lating waveform in these positions.

Two mirrors were used. One mirror was placed at
various distances along the direction of propagation
of the optical beam. Another mirror was fixed. The
beam was modulated by a low frequency. The mirrors
reflected the beam onto one photodetector. Beam was
incident onto each of the mirrors alternately and thus
emulated the movement of the reflecting object. With
placing one of the mirrors at different distances from
another mirror we emulated motion of the object.

The path difference in reflection from the distant
and near mirror is

L=Li+1,-L,. )

The setup uses the semiconductor red laser
(its wavelength is ~640 nm) and an electro-optical
modulator/shutter ML-5 whose operation is based
on the Pockels effect [2]. The Pockels effect is the
linear electro-optic effect, where the refractive in-
dex of a medium is changing proportionally to the
applied electric field strength. This effect can occur
only in non-centrally symmetric materials. The most
important materials of this type are crystal materi-
als such as lithium niobate (LiNbQOs3), lithium tan-
talate (LiTaOs3), potassium di-deuterium phosphate
(KD'P), B-barium borate (BBO), potassium titanium
oxide phosphate (KTP), and compound semicon-
ductors such as gallium arsenide (GaAs) and indium
phosphide (InP). The modulator ML-5 based on the
metaniobate lithium.

The intensity of laser beam was modulated by
sine waveform of frequency 27 MHz having this elec-
tro-optical modulator. Using sine wave as modulation
signal was not principal. A range AL within which the
phase shift is measured unambiguously can be defined
for any periodic signal by the folloving way:

Lq

\()>

ChA
ADC
PC
LASER L1
632 nm Modulator
Generator
27 MHz

\ /
\
A / rotating mirror
™

stationary mirror l

A-A view

reflecting surface

Rotation speed (:
up to 100 rps

absorbing surface

Fig. 1. The experimental setup
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AL=2nc/Q, (6)

where Q is the frequency of modulating waveform.

Alternately rotating mirror reflects the beam onto
the photodetector and the beam passes to the statio-
nary mirror. Stationary mirror also reflects the beam
onto the photodetector. Value of the signal at the out-
put of the photodetector over time is shown in Fig. 2.
From the output of the photodetector the measuring
signal arrives to the input of an analog-to-digital con-
verter (ADC). High-speed double-channel CS82G
ADC of Gage Applied Technology Company was
used [3]. The 1 GHz CompuScope 82G widens the
precision and range of applications of fast digitizers.
The enhanced bandwidth minimizes the distortion
of high frequency components, improving the cha-
racterization of very fast transients from laser pulses
and high-speed electronic signals. The CompuScope
82G-1GHz allows undersampling, all the way up to
the Nyquist frequency, of continuous periodic sig-
nals to extract important spectral information. The
CompuScope 82G is the tool of choice for the critical
test and measurements applications, such as optical
anemometers.

50

Dead zbne “Period of one {ull revolution
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20 - , ............
10 N

() 5 - - - - - - - - -
10 e - -

20 - L

Reflections from
the near (rotating) mirror

Reflections from
the distant (stationary) mirror

Fig. 2. The signal structure at the photodetector output
during the rotation of the near mirror.
The rotation speed is about 90 rps

From the generator of modulating waveform the
signal is fed to the second input of the ADC. This sig-
nal serves as the reference signal of the measurement
system. The digitized signals are then processed in the
computer.

So, if the optical radiation modulated by ampli-
tude is directed to a moving object or a flux, and the
reflected from the object radiation is received by a
photodetector, the modulated signal comes out at its
output. Its frequency shift equals to

[.=2FVy/c,
where F isthe frequency of modulating signal.
The signal structure at the photodetector out-

put during the rotation of the near mirror is shown
in Fig. 2. The rotation speed is about 90 rps.

(7
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Shifted in frequency modulating signal is then
compared with the modulation generator output. The
frequency difference of these two signals in accor-
dance with the Doppler effect is proportional to the
velocity of a moving object or flux under investiga-
tion.

4. RESULTS OF THE EXPERIMENTAL DATA
PROCESSING

For evaluation of the phase shift between two
sine waveforms we calculated the cross-correlation
function between them:

R, (x)= [ u(tyv(t—<)dr
where u(#) is modulating signal from the generator,
v(t) is the optical radiation envelope, distinguished
by photodetector on reflection from the mirror. Cal-
culation of R, () was performed by means of numer-
ical methods after digitizing of both signals.

The cross-correlation function between the
modulating signal from the generator and the opti-
cal radiation envelope, distinguished by photodetec-
tor on reflection from the near mirror (solid line) and
from the distant mirror (dashed line) with different
path differences are shown in Fig. 3-5.
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Fig. 3. The cross-correlation function between

the modulating signal from the generator and the optical
radiation envelope, distinguished by photodetector

on reflection from the near mirror (solid line) and from

the distant mirror (dashed line) when the path

difference is L=0.75 m
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Fig. 4. The cross-correlation function between
the modulating signal from the generator and the optical
radiation envelope, distinguished by photodetector
on reflection from the near mirror (solid line) and from the
distant mirror (dashed line) when the path
difference is L=1.8 m

177



NOISE RADAR TECHNIQUE IN OPTICS AND SEISMOLOGY

Crosscorrelation
o
L

o
— o
~.
~
-~
Sy
pes
Za
P
-
e
-~
-,
~
iy

N L Ca
7
AY
15 Jain \ / S it
B J

Fig. 5. The cross-correlation function between
the modulating signal from the generator and the optical
radiation envelope, distinguished by photodetector
on reflection from the near mirror (solid line) and from
the distant mirror (dashed line) when the path
difference is L=2.82 m

Fig. 3-5 show that when the distance between the
mirrors was changed, the phase of modulated optical
signal also was changed. The change of phase shift
signal is proportionally to the distance between the
MmIrrors.

Thus, when the object moves the phase of the
reflected signal will change at a rate proportional to
the velocity of the object. As a result, the frequency
of the reflected from the object signal will change ac-
cordingly to the phase change. When an object moves
from the photodetector the phase change velocity will
be reduced, so the signal frequency will be reduced.
When the object approaches to the photodetector the
value of the phase change velocity will be increased so
the frequency will be increased.

5. CONCLUSIONS

Theoretical and experimental studies of speed
measuring of moving objects were carried out. The
experimental method of the Doppler frequency shift
measurement, which simulates the moving of objects,
was proposed and realized.

We developed and evaluate the single-beam
speed meter (anemometer), the principle of opera-
tion of which is based on the fact that the Doppler ef-
fect appears both on a carrier frequency of the optical
signal and on the frequency of any oscillation, which
can be distinguished from the signal by means of a lin-
ear or nonlinear transformations. That is, if the sig-
nal is not monochromatic, the Doppler effect causes
changes in the frequencies of all spectral components
of the signal.

One of the advantages of using such velocity
meter is a single-beam system which can be adjusted
easier than double-beam system. Such system is less
dependent on destabilizing factors such as tempera-
ture fluctuations, mechanical stress of system com-
ponents, vibration, etc. The extraction of information
from the modulating signal, but not directly from the
signal of the optical range allows using slow-speed and
therefore less expensive components (photodetectors,
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ADC’s). The approach used in the work ultimately

simplifies the measuring device and makes it more

reliable.
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N3mepenne ¢a3oBoro caBura orudaromieii onTmde-
ckoro mrymoBoro curnaia. / 1. @. Kum, O. B. 3emsHbIit,
. H. Tatesanko, K. A.Jlykun. // TlpukinagHass pamguo-
3JIEKTPOHUKA: Hay4.-TeXH. XypHai. — 2013. — Tom 12. —
Ne 1. — C. 175—-179.

TIpencraBiieHbl pe3yabTaThl MCCAEAOBAHUSI OIHO-
JIy4€BOTO aHEMOMETPA, B KOTOPOM MCTIOJIB3YETCs TOJIHKO
O/IMH onTUYecKuii jiyd. [IpuHUIMTT pabOThl OJTHOTYYEBOTO
aHeMOMeTpa OCHOBaH Ha TOM, YTO CABUT YacTOTHI B CO-
otBeTcTBUM ¢ 3ddekTom Jloruiepa mosBisieTcss Kak Ha
Hecyllel yactote (ONTUYeCKUi quamna3oH), Tak U Ha ya-
CTOTE JII00OTO KOJIebaHUs, KOTOPOE MOXHO BbIACJIUTH U3
CHUTHAJIa C TIOMOIIBIO TMHEHHOTO MM HEJIMHEHOTO TMpe-
obOpazoBaHus. TakuM oOpa3oMm, eCIu MOJIYJIMPOBAHHOE 1O
aMIUIUTY/Ie ONITUYECKOE M3JTyYeHUE HaIlpaBieHO Ha JBU-
KYIIMACS OObEKT WJIM MOTOK U OTPaKEHHOE U3JTydyeHHe
peructpupyercst GOTONMPUEMHUKOM, CIABUT YACTOTHI CHUT-
HaJia Ha BbIXoJie (poTonmpreMHUKa TPOTIOPIIMOHAJIEH CKO-
pOCTH ABMKEHUST 00beKTa M yacToTe Moaysitinu. CIiBUHY-
THIW TI0 YAaCTOTE CUTHAJI, BBIACICHHBIN (POTOACTEKTOPOM,
3aTeM CPaBHMBAETCS C MOAYJIUPYIOLIUM CUTHAJIOM C BbI-
XoJla TeHepaTopa. Pa3HOCTb 4acTOT 3THUX IBYX CUTHAJIOB B
cooTBeTcTBUM ¢ 3ddekTom Jlomaepa mponopiroHaibHa
CKOPOCTH JBMXKEHUSI UCCIIEyeMOTO 00beKTa WA MOTOKA.
B skcrniepuMeHTanbHON YCTaHOBKE ObLIM MCIIOJIb30BaHBI
MOJTYTIPOBOAHUKOBBIM KpacHBIM Jiazep (C IJIMHOM BOJI-
Hbl 640 HM) M 3JIEKTPO-ONTUYECKUN MOIYJSTODP/3aTBOD,
neiicTBue KOTOporo ocHoBaHo Ha 3(pdekre Ilokkennca.
OmHMUM 13 TIPEUMYIIECTB UCTIOJIb30BaHUSI TAKOTO U3MEPU -
TeJIsSl CKOPOCTH SIBJISIETCSI TO, UYTO CUCTEMa OJTHOJIy4YeBasi,
IMO3TOMY €€ IPOIIe IOCTUPOBATh, YEM JIBYXJTYUEBYIO CUCTE-
My. Takasi cuctema sIBJIsIeTCSI MeHee 3aBUCUMOi OT JiecTa-
OMIM3UPYIOIINX (PAKTOPOB, TAKMX KaK KOJeOAHUS TeM-
repaTypbl, MeXaHUYECKUe BO3MEHCTBUS HAa KOMITOHEHTBI
cucteMbl, Bubpauvu u T.1. [Toaydenue nHdopMauum u3
MOJIYJIMPYIOILIETO CUTHAJA, 8 HE HETIOCPEICTBEHHO U3 CUT-
HaJla B ONTUYECKOM Jrarna3oHe, TO3BOJISIeT CTI0JIb30BaTh
MEHBIIIMEe CKOPOCTH U, CJIeI0OBaTeJIbHO, MEHee I0porue
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koMnoHeHThl ((oTtonpuemuuku, ALIIT). Ilomxom, uc-
MOJIb3yeMBI B paboTe, B KOHEYHOM MTOTe, YIIPOIIaeT 13-
MEpUTEJIbHOE YCTPOMCTBO U eJIaeT ero 0oJiee HaaeXKHbIM.
Kniouesvie caosa: addexr Jomiepa, aHeMOMETp, OfI-
HOJIy9€BOU ONTUYECKUI U3MEPUTENb CKOPOCTH, MOIYJIsI-
TOp, GOTONIPUEMHUK.
Wn. 05. bubmmorp.: 03 HanMmeH.

VIK 681.785

BumipioBannsi ¢a3oBoro 3cyBy OruMHa0yoi oONTHY-
Horo mymoBoro curHamy. / JI. ®@. Kim, O. B. 3emasguwmii,
I. M. Tarbsinko, K. O.Jlykin // [lpuknagHa panioenek-
TpOHiKa: HayK.-TexH. kypHal. — 2013. — Tom 12. —Ne 1. —
C. 175-179.

IIpencraBieHo pe3yabTaTd JOCIIIKEHHS OTHOIIPO-
MEHEBOro aHEMOMETPA, B SIKOMY BUKOPUCTOBYETHCSI Tilb-
KW OOWH ONTUYHUI MpoMiHb. [IpuHIMI poOOTH OZHO-
MPOMEHEBOr0 aHEMOMETpa 3aCHOBAHUI1 Ha TOMY, 1110 3CYB
YaCTOTH y BiITOBITHOCTI 3 ehekToM [loriepa 3’ sIBIsIEThCS
SIK Ha Hecydiil yacToTi (ONTUYHMII Niarma3oH), Tak i Ha
YacTOTi OyIb-SIKOTO KOJMBAHHSI, SIKE MOXHA BUIUIUTU 3
CHUTHAJTy 3a IOITOMOTO0 JIiHiIiTHOTO ab0 HeJliHIHOTO Tepe-
TBOPEHHs. TaKM YMHOM, SIKIIIO MOJYJbOBAHE MO aMILTi-
TYIli ONTHMYHE BUIIPOMiHIOBAHHS CTIPSIMOBaHE Ha PYXOMMIA
00’eKT abo TIOTIK, i BiOMTE BUIIPOMIHIOBAHHSI PEECTPY-
€Tbesl (hoToNpuUiiMayeM, 3CyB YACTOTH CUTHATY Ha BUXOIi
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doTonpuiiMaya MpONOPUIHHMUI IIBUAKOCTI pyxy 00’€KTa
i 4acToTi MomyJIsLlii. 3CYHYTHIl 32 4YaCTOTOIO CUTHAJ, BU-
NiJIeHU# (OTONETEKTOPOM, TMOTIM TTOPIiBHIOETHCS 3 MO -
JIFOIOYMM CUTHAJIOM 3 BUXOy reHeparopa. PizHulis yactor
LIUX JIBOX CUTHAJIB Yy BiIIOBigHOCTI 3 edpekTom Jlormiepa
MPOIIOpLIiiiHA BUIKOCTI PyXy AOCIIIKyBaHOTO 00’€KTa
abo moToKy. B ekcriepuMeHTanbHili ycTaHOBILI Oy BU-
KOpPUCTaHi HaIiBIPOBIIHUKOBUI YepBOHUIA Jlasep (3 10-
BXXKWHOIO XBUJIi 640 HM) i eIEKTPO-ONTUIHU MOLYISATOP
/ 3aTBOP, [lis IKOro 3acHoBaHa Ha edekTi [Tokkenbca. On-
Hi€l0 3 TIepeBar BUKOPUCTaHHS TAKOTO BUMiproBaya IIBUJI-
KOCTI € Te, 1110 CUCTeMa OJHOIIPOMEHEBa, i TOMY 1i ITPOCTi-
11Ie FOCTYBATH, HiXX IBOIIPOMEHEBY crcTeMy. Taka cuctema
€ MEHIII 3aJIeXKHOI0 Bifl 1ecTabinizyrounx (pakTopiB, TAaKUX
SIK KOJIUBAHHSI TeMIIepaTypu, MeXaHiuHi Jlii Ha KOMITOHEH-
TH cucTeMM, BiOparii Tomo. OTpumaHHs iHbopMaliii 3
MOJIYJTIOIOUOTO CUTHAJTY, a He 0e3MocepeHbO 3 CUTHAIY B
OTNTUYHOMY Jiara3oHi, J03BOJISIE BUKOPUCTOBYBAaTU MEH-
i IBUAKOCTI i, OTXKE€, MEHIII TOpPOTi KOMITOHEHTU (o-
tonpuitmadi, ALIIT). ITigxin, sikuii BUKOPUCTOBYETHCSI B
poOOTi, 3peITOI0, CIPOIIYE BUMIipIOBAIBLHUIA ITPUCTPIl i
pOOUTD OTO OLJTBIT HALIHHNM.

Kniouogi crosa: edexr Jormiepa, aHeMOMETpP, OJHO-
MMPOMEHEBUI ONITUYHUI BUMipIOBAY IIBUIKOCTi, MOIYJISI-
TOp, hoToTpHUiimMay.

I1. 05. Bi6miorp.: 03 Haiim.
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