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Verification Challenges of Clock Domain Crossings
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Computer Engineering Faculty, Kharkov National University of Radioelectronics, Lenin Ave. 14,
Kharkov, Ukraine, 61166, phone: (057) 70-21-421, (057) 70-21-326
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Abstract

This paper discusses typical verification problems
occurring within SoC design cycle when multiple clock
domains are involved. Critical cases leading to
unpredictable SoC behavior during data transfer
across clock domains are identified and described. A
principle for metastability modeling is suggested.

1. Introduction

Only the most elementary logic circuits use a single
clock. Today’s system-on-chips (SoC) have dozens of
asynchronous clocks. There are a lot of software
programs to assist in creating of multimillion-gate
ASIC/FPGA circuits, but designer still has to know
reliable design techniques to reduce the risk of CDC-
related design re-spins. Moreover, the most relevant
literature does not cover CDC-related issues and
approaches to prevent appropriate costly silicon bugs.

2. SoC Memory Diagnosis and Repair

A clock domain is defined as that part of the design
driven by either a single clock or clocks that have
constant phase relationships. A clock and its inverted
clock or its derived divide-by-2 clocks are considered a
clock domain (synchronous). Conversely, domains that
have clocks with variable phase and time relationships
are considered different clock domains [1].

The sections of logic elements that are driven by
different clocks are called different clock domains. The
signals that interface between these asynchronous
clock domains are called the clock domain crossing
paths. The first step in managing multiclock designs is
to understand the problem of signal stability: when a
signal crosses a clock domain, it appears to the
circuitry in the new clock domain as an asynchronous
signal. The circuit that receives this signal needs to
synchronize it.  Synchronization prevents the
metastable state of the first storage element (flip-flop)

438

in the new clock domain from propagating through the
circuit [2].

Each type of flip-flop in an ASIC or FPGA library
has timing requirements to determine «the window of
vulnerability». Setup time describes the time an input
signal to a flip-flop must be stable before the clock
edge. Hold time is the time the signal must remain
stable after the clock edge [2]. Metastability happens in
silicon when setup or hold constraints are violated.
This is unavoidable in designs with asynchronous
clocks. When a register input changes within the setup
or hold times of its clock edge, the register may
become metastable and settles unpredictably to 0 or 1
over time.

3. CDC Signals Synchronization

In order to prevent propagation of metastable state
into downstream logic, designers use specific
synchronization circuits to connect asynchronous
domains. A basic synchronizer comprises two flip-
flops in series without any combinational circuitry
between them (a synchronized signal is valid in the
new clock domain after two clock edges). This design
ensures that the first flip-flop exits its metastable state
and its output settles before the second flip-flop
samples it. For proper work of synchronization, the
CDC signal crossing should pass from a flip-flop in the
original clock domain to the first flip-flop of the

synchronizer = without  passing  through any
combinational logic between the domains (Fig 1).
D SET Q D SET Q D SET Q
> > FR| —p> SR
TX_CLK ar Q@ RX_CLK ar Q arn Q

Fig. 1 — Level synchronizer

Combinatorial circuitry should be highly avoided
between the domains, because the first stage of a
synchronizer is sensitive to its glitches (when glitch
meets the setup-and-hold requirements of the first flip-
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flop in the synchronizer, it passes a pseudo-valid value
to the rest of the logic in the new clock domain.

There are many synchronizer types. Synchronizers
fall into one of three basic categories: level, edge-
detecting, and pulse [2].

Level synchronizer. In a level synchronizer, the
signal crossing a clock domain stays high and stays
low for more than two clock cycles in the new clock
domain. A requirement of this circuit is that the signal
needs to change to its invalid state before it can
become valid again. Each time the signal goes valid,
the receiving logic considers it a single event, no
matter how long the signal remains valid. This circuit
is the heart of all other synchronizers.

Edge synchronizer. The edge-detecting
synchronizer circuit adds a flip-flop to the output of the
level synchronizer (Fig 2).

DSETQ_DSETQ DSETQ

> FR > SR >
RX_CLK ’, CLR 6 ’, CLR 6 ’V CLR 6

®

SYNCH.
(PULSE)

Fig. 2 — Edge synchronizer

This circuit detects the rising edge of the input to
the synchronizer and generates a clockwide, active-
high pulse (changing the AND gate to a NAND gate
results in a circuit that generates an active- low pulse).
The edge-detecting synchronizer works well at
synchronizing a pulse going to a faster clock domain.
This circuit produces a pulse that indicates the rising or
falling edge of the input signal. One restriction of this
synchronizer is that the width of the input pulse must
be greater than the period of the synchronizer clock
plus the required hold time of the first synchronizer
flip-flop. The safest pulse width is twice the
synchronizer clock period. This synchronizer does not
work if the input is a single clockwide pulse entering a
slower clock domain; however, the pulse synchronizer
solves this problem.

Pulse synchronizer. The input signal of a pulse
synchronizer is a single clockwide pulse that triggers a
toggle circuit in the originating clock domain (Fig 3).

TOGGLE CIRCUIT

0¥ ql—|p® o1 ) as

Q

FR SR SYNCH.
_ — | pusy

el O

®

Fig. 3 — Pulse synchronizer
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The basic function of a pulse synchronizer is to take
a single clockwide pulse from one clock domain and
create a single clockwide pulse in the new domain. The
restriction of a pulse synchronizer: input pulses must
have a minimum spacing between pulses equal to two
synchronizer clock periods. If the input pulses are
closer, the output pulses in the new clock domain are
adjacent to each other, resulting in an output pulse that
is wider than one clock cycle. This problem is more
severe when the clock period of input pulse is greater
than twice the synchronizer clock period. In this case,
if the input pulses are too close, the synchronizer does
not detect every one.

4. Critical CDC Bugs

Enable assertion. Designers commonly use the 2-
DFF technique (level synchronizer) for a control
signal’s domain crossing path. Typical actions to
transfer the data across clock domains:

1. set up the data in the source domain;

2. send a control signal to the destination domain —

to enable data capture.

Such data-transfer technique is common and
proven, but it relies on data to be stable when an enable
is asserted. Therefore, this technique involves pitfalls
that require special attention: the data transfer may be
corrupted if having too low a margin between the data
setting up and asserting the enable. A good way to
prevent such problems is to design a full handshake
when the data is set up (this approach might add a few
cycles of latency, but it avoids functional failures).

Glitches. Glitches are other bug sources. Typically,
any combinational logic may be the source of glitches.
With synchronous transfers, these issues are generally
harmless (they resolve themselves when the next clock
edge is activated). But when a destination clock is
activated, the design may receive a glitch as a pulse,
which will cause a functional failure in a downstream
logic. Because of this reason, it is a rule of thumb to
avoid using any logic on CDC paths (except
recirculation-multiplexer logic, which is the part of the
enable flip-flop, — see the Fig 4) [3].

AVOID COMBINATIONAL § .. :
LOGIC ONDATAPATH ¢ | [ D= ql-
0¥ g
> _ | AVOID COMBINATIONAL | ar @
TXGLK ar Q - LOGIC ON CONTROL PATH |
D gl . —. — 0= al. o= g
> > FR > SR
TX_CLK ar Q| RxcLk ’, ar @ ’/ ar Q@
@

Fig. 4 — Avoid logic at CDC paths
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Any computation should be performed just before
crossing clock domains or just after the destination
domain captures the signals.

Data coherency. Coherency problem occurs due to
convergence of independently synchronized signals.
When two correlated and separately synchronized
signals cross the clock domains, each synchronizer
introduces a different latency factor. If one of the
signals captures a transition, metastability settles to the
correct value in the first cycle, whereas the other signal
captures a transition in the next cycle [A]. It makes to
wait for the next clock cycle to capture the transition
(the incorrect values are observed at the destination
domain for at least one cycle — they could cause a
functional failure of the design). In order to avoid a
data coherency problem, correlated signals should be
used so that they change values at different times. Gray
encoding is used to correlate the CDC signals (Gray
code changes only one bit at a time for each increase or
decrease in the count. So, signals are Gray-encoded
and registered before crossing clock domains. Still,
glitch in the encoder could cause a functional failure.

5. Metastability modeling

Digital simulation is based on behavioral model of
circuit — it predicts how the hardware design will
behave. A digital simulation is founded on the principle
that the hardware design does not violate the setup-
hold constraints specified for clocked elements. If
setup-hold constraints are adhered with given clock
frequency then the simulation results is valid. While a
CDC synchronizer circuit prevents metastable values
from propagating to the downstream logic (in the
receiving domain), synchronizers do not prevent
metastability. Therefore, the designer should verify that
logic in the receiving domain funtions as intended —
even in case when the synchronizer impacts the
receiving domain with non-deterministic delays.

When the first register (FR) in the synchronizer
goes metastable, it will non-deterministically settle to 0
or 1. Compared with simulation, it non-
deterministically exhibits either an extra-cycle delay or
a bleed through [4], which the second register (SR)
simply propagates to downstream logic:

e Extra cycle delay. Signal at FR data input changes

to a logic 1 just before the clock edge of RX CLK

and violates the setup time for FR. In simulation,

therefore, FR captures a 1, while in silicon FR has a

high probability of going metastable and, therefore,

will unpredictably settle to either 1 or 0. If FR
settles to a 1, SR will transition at the same cycle as

simulation predicts. However, if FR settles to 0,

SR’s transition will be delayed by one extra cycle.
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Hence the simulation predicts the value change will

happen one cycle too soon.

e Bleed through. Signal at FR data input changes to

a logic 1 just affer the clock edge of RX CLK and

violates the hold time for FR. In RTL simulation,

therefore, FR changes to a 1 at the following clock
edge, while in silicon FR has a high probability of
going metastable, unpredictably settling to 1 or 0. If

FR settles to a 0, SR will transition at the same

cycle as simulation predicts. However, if FR settles

to 1, SR will transition one cycle earlier. Hence the
simulation predicts the value change one cycle too
late.

The modeling of the extra-cycle and bleed-through
delay effects of metastability in simulation is required
to ensure that the simulation is a truthful representation
of the silicon behavior. The following methods are
used to model metastability effects: clock jittering; 3-
DFF synchronizer; propagation delay; mixed.

The following are requirements to such methods:

1. the conditions for an extra-cycle delay are present

(violation of the setup constraint) => simulation

should add a cycle-delay;

2.the conditions for a bleed-through delay are

present (violation of the hold constraint) =>

simulation should subtract a cycle-delay;

3.every CDC signal should be modeled

independently (otherwise bugs will be missed).

6. Conclusion

Identifying potential sources of CDC-related
hardware failures on early design phases is a critical
verification step in the multi-clock SoC desing cycle.
Advanced metastability effect modeling is needed
within EDA tools in order to detect, prevent, and
eliminate CDC defects before SoC manufacturing.
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