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This paper describes technology of computer processing of knowledge contained in natural language. Formulated topical areas of applied research related to the recovery and processing of knowledge in the texts of the Internet, technical specifications, etc.
The most common form of knowledge representation are natural-language texts. Text only form of knowledge is human, such knowledge is easily treated and are generated, replicated and modified. However, the rapid growth of text areas is a cause of difficult accessibility of target knowledge when they are needed. An additional problem is the complexity of the validation text array that consists in finding and correcting errors, removing duplicates and inconsistencies.Information retrieval systems are not designed to address this problem, since uses such words of text, not the knowledge contained therein. In this connection, get the relevance of knowledge extraction from texts. As a result of extraction of knowledge become explicit form and are suitable for automated processing, for example, associating systems analysis, performing a comparison with the extraction of a reference model domain for the purpose of validation. The problem of extracting devoted a lot of foreign works, united in a single class of problems in extracting information from texts. Retrievable information is data structures whose fields are filled with text fragments. The disadvantage of foreign developments is the strong dependence on the particular grammar. 

Thus, the development of mathematical models of extraction applicable for text without reference to a specific language and is easily adaptable to the needs of a particular subject area, represents a major scientific challenge, and develop a model of knowledge representation, which is formed by the extraction, convenient to carry associating analysis has significant practical importance. Extracting information from texts is a subtask of a larger problem - namely, extraction of knowledge. To identify in the texts of the data structure necessary to have two sets of rules: the rules of morphological analysis and rules extraction. First identify the linguistic properties of words of text, whereas the second, using these properties, impose conditions on the composition and structure of the context of the task information. The rules of both types on a par with extractable data structures are the domain knowledge. Formation of such rules in the existing domestic designs carried out manually, that is the cause of the complexity of the system setup of extraction. In this regard, the development of automated drafting rules and regulations extraction of morphological analysis is an important problem whose solution in general terms without reference to a particular language is currently absent.
Model of process You can see on this mathematical implemetention:

The proposal is a set of elements without an explicit predicate. In this case, I have proposed for the allocation of nodal predicates analyze the proposal for the parts of speech, then find the subject and the predicate method for counting the frequency of occurrence of noun and a verb. Mathematically, it is possible to express this: 
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Let each of them has an additional parameter α - the frequency for each element, as well as the parameter responsible for the definition of the speech clearly designed combinations of endings – p (look  application "A", list of terminals), where (1…n) ∈ p, we have a structure: 
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Moreover, if found by the predicate coincides with the already existing sites - it is not analyzed in the future, and put in its place. If the predicate is unique - it is analyzed as part of speech and related items - similar to the ongoing analysis of combinations. It is defined in the predicate belonging to the p terminal number (1, 2 ... 20), then determined the meaning of a combination of Grammar small model of the Russian language.

In this work the method of analysis of natural language objects, which accelerates the work with large volumes of the analyzed verbal text. By itself, the semantic network is a self-learning, as accumulating predicates, new to them in their meaning. Existing predicates contained in the semantic network to the new analysis may serve as benchmarks. Thus, the proposed recognition model of natural language objects can be faster and more efficiently than the existing ones.
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